PERFORMANCE ENHANCEMENT OF CUDA APPLICATIONS BY OVERLAPPING DATA TRANSFER AND KERNEL EXECUTION

Abstract
The CPU-GPU combination is a widely used heterogeneous computing system in which the CPU and GPU have different address spaces. Since the GPU cannot directly access the CPU memory, prior to invoking the GPU function the input data must be available on the GPU memory. On completion of GPU function, the results of computation are transferred to CPU memory. The CPU-GPU data transfer happens through PCI-Express bus. The PCI-E bandwidth is much lesser than that of GPU memory. The speed at which the data is transferred is limited by the PCI-E bandwidth. Hence, the PCI-E acts as a performance bottleneck. In this paper two approaches are discussed to minimize the overhead of data transfer, namely, performing the data transfer while the GPU function is being executed and reducing the amount of data to be transferred to GPU. The effectiveness of these approaches on the execution time of a set of CUDA applications is realized using CUDA streams. The results of our experiments show that the execution time of applications can be minimized with the proposed approaches.

1. INTRODUCTION
The Graphics Processing Unit (GPU) was originally developed for rendering the images. With hundreds of processing cores modern GPUs are found to be ideal for speeding up data parallel applications. CUDA C/C++ API is used for programming the GPU for general-purpose computation. The execution time of a program can be easily reduced by offloading the CPU computations to the GPU. As a result, nowadays the CPU-GPU heterogeneous computing systems are extensively used in many high-performance computing applications.

The GPU is a co-processor operated under the control of central processing unit (CPU). According to CUDA terminology (NVIDIA, 2015), the CPU with its memory is called as host and the GPU with its memory is called as device. The function to be executed on the device is known as kernel. Thousands of threads are created when the kernel is invoked from the host. These threads are organized as blocks, and the blocks are organized as grid. An instance of the kernel code is executed by each thread of the grid.
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Figure 1 depicts the control flow during the execution of any CUDA program. A CUDA program is the combination of host executable and device executable code. Since the host memory is not directly accessible to the device, input data is copied through PCI-e from the host to device. The kernel function is invoked after transferring the input data. The kernel is parallley executed by several threads. However, each thread computes on separate portion of input data. On completion of kernel execution, the computed results are transferred from the memory of device to that of the host.

![Flow of control during the execution of CUDA program](image)

The communication bandwidth of GPU memory is much higher than that of PCI-e. The data transfer speed is limited by the bandwidth of PCIe bus. The latest version of PCIe standard (PCI-e 5.0) supports a bandwidth of 128 GBps. NVIDIA’s recent, most powerful supercomputing GPU architecture for PC, TITAN V, has a memory bandwidth of 652.8 GBps (NVIDIA TITAN V, n.d.), which is much higher than the bandwidth of PCIe 5.0. The data transfer overhead reduces the performance gain obtained from the use of GPU (Gregg & Hazelwood, 2011). This overhead can be reduced if the data transfer can happen in parallel with the kernel execution.

Another method to mitigate the data transfer bottleneck is to offload a part of GPU workload to the CPU cores. From the host’s perspective, calling a kernel is an asynchronous process. A call to GPU function returns immediately and does not wait until the completion of kernel execution. While the GPU is executing the kernel, the CPU can continue the execution of host code, where it can perform computations, launch any other kernels, or transfer data between host and device memory. Modern CPUs comprise multiple cores, each with immense computing capacity. Huge amount of CPU computational power is wasted unless these cores are involved in some useful computation when the GPU is executing the kernel function. It is hard to find computation that can be performed on CPU cores in parallel with kernel execution, as these computations which are performed after the kernel launch normally depend on the results produced by the current kernel. However, in the case of data parallel applications a part of GPU workload can be offloaded to CPU cores. This approach reduces the GPU workload and also the volume of data traffic between CPU and GPU (Huang et al., 2012). Moreover, with this technique the idle CPU cores can be efficiently utilized.
CUDA provides streams, a mechanism that facilitates execution of the kernel in parallel with data transfer. Thus, CUDA applications can be positively sped up by offloading GPU workload to the CPU together with the overlapped kernel execution and data transfer.

In a CUDA program, the operations that involve the device, such as CPU-GPU data transfer, kernel launch, etc., are issued by the host. A queue of GPU operations or commands is known as a stream. The commands in a stream are executed in their arrival order. Every GPU command is associated with a stream, whose identifier is specified as a parameter to the command. If no stream identifier is specified by the programmer, then that command is issued to the default stream or null stream.

A host thread can define multiple non-default streams. The commands in the different non-default streams are considered to be independent and can be executed concurrently. The commands coming from the same stream are executed in the sequential order. Figure 2-a depicts the execution timeline of the GPU operations with a default stream. The captions HtoD and DtoH followed by an index stand for the host to device and device to host data transfers respectively. A kernel is referred to by the caption K followed by an index. The index of a data transfer operation is same as the index of the corresponding kernel.

The commands are performed in the same order that they appear in the stream. The commands in the non-default streams will be started only after the completion of operations in the default stream. However, a new operation in the default stream cannot be started before the completion of already initiated operations in the non-default streams. Figure 2-b gives the execution timeline of the GPU operations on two non-default streams. As shown in this figure, the operations from two different streams can be overlapped. For example, execution of kernel K1 and the HtoD2 data transfer can happen simultaneously.

**Fig. 2. Execution time line of CUDA commands with (a) single default stream, and (b) two non-default streams**

Modern GPUs possess one execution engine and two copy engines. The host to device and device to host data transfer operations use separate copy engines. Data transfer commands from different streams are issued to the relevant copy engines. The copy engines can utilize the full duplex nature of PCI-e bus. That is, two data transfer operations of opposite directions which are from two different streams can be overlapped. Multiple cores of a GPU are considered as a single execution engine for kernel scheduling purpose. The following are the requisites to use CUDA streams to enable concurrent execution of operations through copy and the execution engines:
1. The device must support concurrent copy and kernel execution.
2. Two data transfer operations can be overlapped only if they are in different directions.
3. Commands (for copying the data and invoking the kernel) which are to be overlapped need to be added to separate non-default streams.
4. Pinned or non-pageable memory must be used at the host side.
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**Fig. 3. Issue order of commands to CUDA engines**

**Fig. 4. Execution order of commands in copy and execution engines**

Figure 3 shows the order in which the data transfer and kernel launch operations of a program are issued to appropriate CUDA engines. The execution order of commands from different engines are as shown in the figure 4. The operations from different engines can be overlapped if there exists no dependency among the them. Execution of kernel K1 cannot be overlapped with HtoD1 data transfer, as K1 and HtoD1 are from the same stream as shown in figure 2-b and K1 depends on the completion of HtoD1. Whereas HtoD2 data transfer and execution of kernel K1 can be overlapped since these two operations are from different streams and K1 does not depend on the HtoD2 data transfer. Data transfer operations HtoD3 andDtoH1 can be overlapped as these operations are from separate streams and are in opposite directions.

In CUDA, the data transfer operations using `cudaMemcpy()` are synchronous or blocking in nature. The function returns only after the data is copied. The non-blocking version this operation is `cudaMemcpyAsync()`, which requires the data to be allocated in the page-locked memory. The memory allocated using `malloc()` is pageable memory.
Host can swap this memory to disk when more space is required. Page-locked memory or pinned is a portion of memory that is not available for swapping. The pageable memory of the host does not support DMA transfers to or from GPU. Data has to be temporarily stored in page-locked memory before it is transferred to device. By explicitly allocating the data in page locked memory it can be safely used for DMA. Allocation of data in the pinned memory can be done with cudaHostAlloc(). It takes the same arguments as cudaMemcpy() except that it has an additional argument specifying the stream index into which this command is added. A stream can be created using cudaStreamCreate() and destroyed using cudaStreamDestroy() functions.

In this paper we aim to speed up the execution of CUDA programs by overlapping kernel execution with the data transfer between CPU and GPU. Using streams, we have implemented different kinds of concurrency for the execution of a set of CUDA kernels. We compared the overlapped execution time with the time taken by the non-overlapped or serial execution. Experimental results show that execution time of CUDA applications can be decreased by simultaneously performing the transferring of data and the execution of kernel.

2. RELATED WORK

Several methods have been proposed by the researchers to speed up GPU applications. These researches mainly focus on utilizing the computational power of CPU cores in addition to the GPU for kernel execution (Raju & Chiplunkar, 2018). Among such works, application specific methods to improve the performance are presented in papers (Antoniadis & Sifaleras, 2017; Fang, Chen & Mao, 2018; Siklosi, Reguly & Mudalige, 2019; Yang, Li & Li, 2017). These parallelization approaches are based on the characteristics of individual applications and cannot be generalized.

There exist some compiler frameworks and libraries that enable the programmer to offload a portion of GPU workload to CPU cores. Frameworks like FluidiCL (Pandit & Govindarajan, 2014), JAWS (Piao et al., 2015), and SKMD (Single Kernel Multiple Device) (Lee et al., 2015) are used for the execution of OpenCL kernels using both CPU and GPU cores. OpenCL allows the programmer to select a processing device, CPU or GPU, for the execution of a given kernel. The compiler automatically generates the binary code for the selected device. Since CUDA does not provide the above feature, implementation of a cooperative execution scheme on CUDA is more complex process compared to the implementation of same on the OpenCL. Cooperative Heterogeneous Computing (CHC) (Lee et al., 2014) is a prominent cooperative execution framework for CUDA which partitions an input kernel and executes the partitions concurrently on host and device.

Only a few approaches have been reported that focus on hiding the data transfer overhead by overlapping the communication and computation. A method to minimize CPU-GPU communication overhead is suggested by (Fu, Wang & Zhai, 2017), in which two or more data transfer operations of same direction are merged into a single operation. Using compiler techniques, multiple commands for data copying are moved to same location in the source code so that these operations can be merged. Merging of data transfer operations decreases the total number of data transfer operations. Hyper-Q feature supported by NVIDIA GPUs enables concurrent execution of multiple independent kernels on a single GPU. However, when the execution of multiple kernels are not properly ordered, contention for shared
resources can degrade the overall performance (Luley & Qiu, 2016). A model has been developed by (Lázaro-Muñoz et al., 2017) that determines the order of kernel execution so as to increase the possibilities of simultaneously performing the data transfer and kernel execution, and reduce the total execution time. An analytical performance model is proposed in (Werkhoven et al., 2014) for classifying the relative performance of the different techniques for overlapping computation and communication. An approach that partitions the input data into sub-blocks and overlaps the data transfer and execution of sub-blocks in a pipelined manner is proposed in (Li et al., 2017).

Gowanlock & Karsin (2019) have developed a sorting approach in which the input data is divided into multiple batches of uniform size which are sorted on the GPU. Sorted batches are merged on the host which completes the task of sorting. The process of transferring input data and sorted batches are overlapped using CUDA streams.

A method to minimize the of GPU memory consumption for training the Convolutional Neural Networks is proposed by (Hascoet et al., 2019). In their method, the GPU memory buffers are temporarily offloaded to CPU in the forward pass and transferred back to GPU as needed by the computation during the backward pass of the backpropagation algorithm. To reduce the PCI-e bottleneck the data transfers and GPU computations are overlapped using streams.

Dhake & Walunj (2019) have used GPU to check whether input data packets contain virus signature. A string-matching algorithm parallelly checks for the occurrence of different patterns of virus string in the input packet. (Patil & Kulkarni, 2021) have investigated the performance characteristics of CPU-GPU data transfer method that is based on pinned memory.

The research works presented in (Gowanlock & Karsin, 2019; Hascoet et al., 2019; Dhake & Walunj, 2019) and (Patil & Kulkarni, 2021) make use of pinned memory and streams to overcome the PCI-e transfer overhead. In our approach, in addition to overlapping the data transfer and kernel execution we have also investigated the advantage of offloading a portion of GPU workload to CPU through an approach called as 4–way and 4+way concurrency. With this approach, the data transfer from CPU to GPU, kernel execution, data transfer from GPU to CPU, and execution on the CPU cores can occur simultaneously.

In GPU-based graph processing systems the major challenge is that the size of the input graph is so large that it cannot be fitted into the GPU memory. To manage the problem of GPU memory oversubscription (Sabet, Zhao & Gupta, 2020) have proposed a graph processing system in which a subgraph consisting of active vertices is loaded into GPU memory. This method significantly reduces the amount of data transfer between CPU and GPU and hence minimizes the overhead of data transfer. However, this approach is specific to graph processing systems and cannot be generalized.

NVLink is an emerging CPU-GPU communication link which is faster than PCI-e. (Lutz et al., 2020) have investigated the performance of NVLink with respect to processing large data sets and observed significant speedups compared to the usage of PCI-e. However, NVLink is yet to appear in the commodity hardware.

In our approach we use CUDA streams to overlap computation and communication. The input data set is divided into chunks. The execution of a kernel associated with a chunk and transferring of next chunk are overlapped using streams. Compared to the earlier research works our approach not only overlaps kernel execution and data transfer but also offloads a portion of GPU workload to CPU cores. Thereby it reduces the GPU workload as well as the volume of data to be transferred to GPU.
3. METHODOLOGY

Any CUDA program consists of three device related operations: namely, copy the input data from CPU to GPU memory, execute the kernel, and copy the results to CPU memory from the GPU memory. Even if these three steps are added to different streams, they cannot be overlapped due to the dependency between the operations. To enable the concurrency within a data parallel kernel, we divide the data set into several smaller chunks or tiles. The data transfer and kernel execution corresponding to two adjacent tiles can be overlapped by adding them into different non-default streams. CUDA streams can support different levels of concurrency based on the order in which the commands are organized in different streams. These concurrency levels are referred to as 2-way, 3-way, 4-way, and 4+ way concurrency.

The effectiveness of different levels of concurrency are tested with the following data parallel CUDA kernels:
- Vector addition,
- Vector dot product,
- 1-D stencil operation,
- Matrix transpose,
- Matrix multiplication.

In the above kernels the vectors and matrices are of integer data type. Different levels of concurrency are applied for the execution of individual kernels and also for the combined execution of all kernels. These experiments are carried out on a system having Intel Quad-Core i5-7300HQ, 2.50 GHz, 8GB host memory, NVIDIA GTX 1050 with 640 CUDA cores, 4GB device memory, CUDA compute capability of 6.0 and CUDA SDK 9.1. The operating system is Ubuntu (12.04LTS) and the GPU driver version is 24.21.13.9891. While compiling the above kernels we have not used any optimization flags supported by NVIDIA CUDA C compiler (nvcc).

In 1-D stencil and matrix multiplication kernels, each input data element is repeatedly used in multiple computations. On the GPU, the data elements are accessed from the off-chip global memory. GPUs also possess shared memory located within the chip. Access latency shared memory is lesser than that of global memory. On GTX 1050, the global memory bandwidth is 112 Giga Bytes/second, whereas the shared memory bandwidth is above 224 Giga Bytes/second. Shared memory is used in the implementation of above two kernels. The input data elements which are repeatedly used in the computation are copied from the global to shared memory. Frequent accesses to shared memory greatly reduce the access latency, thereby reducing the execution time. Since the shared memory feature is not supported on the CPU, the implementation of above kernels on the CPU are benefited by the same.

3.1. Two-way concurrency

To enable the two-way concurrency, we have divided the input data into four tiles of equal size. These tiles are loaded from the host to the device in succession. The PCI-e transfer operations are referred to as HtoD1 through HtoD4. After the data transfers are completed, the kernel function is invoked successively four times, each time with a different tile of input data as the input parameter. The kernels are referred to as K1 through K4. After each kernel
invocation, the data transfer operation is invoked to transfer the results produced by that kernel from the device to host. These data transfer operations are referred to as DtoH1 through DtoH4. It is necessary to add a kernel invocation operation and associated GPU to CPU data transfer operation into the same non-default stream. Four different pairs of kernel launch operation and the corresponding data transfer operations are added into different streams. Hence, the GPU to CPU data copying operation for a kernel can be overlapped with the execution of another kernel as shown in Figure 5. In this approach two operations from different streams are performed in parallel. Hence, this approach is referred to as 2-way concurrency.

![Fig. 5. 2-way concurrency](image)

### 3.2. Three-way concurrency

In the previous method, kernels are launched only after all the four tiles of input data are copied from the CPU to GPU. In 3-way concurrency, the host to device data transfer for a given input data tile is followed by the corresponding kernel launch, which is then followed by the GPU to CPU data transfer of the results produced by the kernel. These three operations pertaining to a tile of input data are added to same non-default stream. The set of three operations, each pertaining to different tiles of input data are added into different non-default streams.

![Fig. 6. 3-way concurrency](image)

The three different operations (copying of the data from CPU to GPU, execution of the kernel, and copying of the results from GPU to CPU) corresponding to three different tiles of input data are overlapped as shown in the figure 6. Overlapping of the three operations is possible as these are issued to different CUDA streams and there exists no dependence between them.
3.3. Four-way concurrency

In the previous two concurrency approaches, the CPU cores remain idle when the kernel is being executed by the GPU. The overall execution time of the kernel can be improved if we could offload some portion of the GPU workload to CPU cores. In the 4-way concurrency approach, a portion of the input data is processed in host when the GPU is executing the kernel processing rest of the data. To process the tile allocated to the host, a routine that is functionally equivalent to the kernel is executed on the CPU. For any given application, the implementation of the CPU and GPU versions of the kernels are based on the same algorithm. Compared to OpenMP threads the thread creation and management overhead is lesser in the case of Pthreads. Hence, we have used Pthread APIs to create the CPU thread. This approach overlaps three different GPU operations and execution on the CPU as shown in figure 7. Thus, four different operations are performed simultaneously and hence the name 4-way concurrency.

![Fig. 7. 4-way concurrency](image)

3.4. Four+ way concurrency

This type of concurrency is same as the four-way concurrency except that it uses multiple CPU threads. Each thread on the CPU can be assigned with separate tile of input data or multiple threads can be used to simultaneously process a single tile. In this way all CPU cores can be utilized for the computation. As shown in the figure 8, in the 4+way concurrency more than 4 operations can be performed in parallel.

![Fig. 8. 4+ way concurrency](image)
The above different methods of concurrency can effectively decrease the time needed for the execution of a CUDA program. Moreover, even the CPU cores can also be engaged in the execution of a kernel. Hence, the overall performance of an application can be improved.

4. RESULTS AND ANALYSIS

The kernels used in our experiments are listed in section 3. The concurrency levels discussed above are applied to the execution of each individual kernel as well as the combined execution of different kernels within a single program. The results obtained from these experiments are discussed in section 4.1 and 4.2.

4.1. Applying concurrency for the execution of individual kernels

In this experiment, we have used 4 streams for 2-way and 3-way concurrency, each one comprising of three GPU operations, namely CPU to GPU data transfer, kernel invocation, and GPU to CPU data transfer. Thus, we have executed 4 kernels, each processing the input data of uniform size. For vector-based kernels (Vector Addition, Vector Dot Product, and 1-D stencil operation), each of the kernels on different streams process a tile of 327680 integer elements. In the case of 4-way concurrency, we have used 3 streams to process three tiles of data on the GPU. The fourth tile is processed by a CPU thread. In the case of 4+ way concurrency, the fourth tile is processed in parallel by 4 different CPU threads. We have followed the same approach for matrix-based kernels (i.e. matrix transpose and matrix multiplication) also. The size of the matrix processed by each kernel and also by the CPU threads is 896×896 integer elements. Thus, for vector-based kernels the number of elements in each input vector is 1310720 elements (i.e., 5.1 MB) and for matrix-based kernels the size of each input matrix is 3211264 elements (i.e., 12.5 MB).

<table>
<thead>
<tr>
<th>Kernel Name</th>
<th>Serial</th>
<th>2-way</th>
<th>3-way</th>
<th>4-way</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vector Addition</td>
<td>6.04</td>
<td>3.78</td>
<td>2.06</td>
<td>1.76</td>
</tr>
<tr>
<td>Vector Dot Product</td>
<td>3.31</td>
<td>3.21</td>
<td>1.78</td>
<td>1.42</td>
</tr>
<tr>
<td>Matrix Transpose</td>
<td>9.67</td>
<td>5.19</td>
<td>2.97</td>
<td>2.12</td>
</tr>
<tr>
<td>1-D Stencil Operation</td>
<td>4.57</td>
<td>2.28</td>
<td>1.28</td>
<td>6.77</td>
</tr>
<tr>
<td>Matrix Multiplication</td>
<td>73.14</td>
<td>68.66</td>
<td>62.33</td>
<td>4486.88</td>
</tr>
</tbody>
</table>

Table 1 lists the serial and concurrent execution time for the above kernels with 2, 3, and 4-way concurrency. While executing any application we have ensured that no other user applications are executing as background processes. However, we observe a slight difference in the two successive execution times of any CUDA program. This difference in execution times is attributed to the background processes of operating system. To protect the results of our experiments from this factor, each application is executed several times until no further improvement in the execution time is observed. Thus, for any application the execution time presented in this table and all the subsequent tables represent the lowest of multiple runs of the given application.
The serial execution uses the default stream as depicted in Figure 2(a). For vector addition, vector dot product, and matrix transpose, the execution time with 4-way concurrency is optimal and the speedup compared to the serial execution is 3.43, 2.33, and 4.56 respectively. These kernels involve less computation and require less time to execute. The 4+way execution time for different kernels is shown in the Table 2. The second and third columns of this table show the execution time when 2 threads and 4 threads respectively are used to process the tile allocated to the CPU. When a tile of input data is processed using multiple CPU threads, the overhead of creating multiple threads subsides the benefit of time saved by the parallelization of processing that tile on CPU. Hence, we do not observe performance gain with 4+ way concurrency either using two or four CPU threads.

### Tab. 2. 4+way concurrent execution times (in milli seconds) for individual kernels

<table>
<thead>
<tr>
<th>Kernel Name</th>
<th>2 CPU Threads</th>
<th>4 CPU Threads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vector Addition</td>
<td>1.83</td>
<td>1.84</td>
</tr>
<tr>
<td>Vector Dot Product</td>
<td>1.47</td>
<td>1.54</td>
</tr>
<tr>
<td>Matrix Transpose</td>
<td>2.41</td>
<td>2.65</td>
</tr>
<tr>
<td>1-D Stencil Operation</td>
<td>3.65</td>
<td>2.15</td>
</tr>
<tr>
<td>Matrix Multiplication</td>
<td>2535.96</td>
<td>1387.31</td>
</tr>
</tbody>
</table>

### Tab. 3. GPU-only and CPU-only execution time of individual kernels

<table>
<thead>
<tr>
<th>Kernel Name</th>
<th>GPU Execution Time (milli seconds)</th>
<th>CPU Execution Time (milli seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vector Addition</td>
<td>1.33</td>
<td>1.02</td>
</tr>
<tr>
<td>Vector Dot Product</td>
<td>0.69</td>
<td>1.07</td>
</tr>
<tr>
<td>1-D Stencil</td>
<td>1.03</td>
<td>6.87</td>
</tr>
<tr>
<td>Matrix Transpose</td>
<td>2.27</td>
<td>3.73</td>
</tr>
<tr>
<td>Matrix Multiplication</td>
<td>20.07</td>
<td>95152.0</td>
</tr>
</tbody>
</table>

The CPU-only execution time for matrix multiplication and stencil operation is much higher than that of GPU-only time as shown in Table 3. This is due to the fact that these two kernels are computation intensive compared to the rest of the kernels. As GPUs consist of large number of cores, compared to the multicore CPUs they exhibit optimal performance for compute intensive data parallel kernels. Hence, as shown in the Table 3, for the above two kernels and even for any other kernels the GPU-only execution time is much lesser than the CPU-only time. The vast difference between the CPU-only and GPU-only time of matrix multiplication is also due to the fact that the algorithm used for multiplication on the CPU is not cache friendly. The simple matrix multiplication operation to multiply matrices A and B to produce matrix C is defined as $c_{ij} = \sum_{k=1}^{n} a_{ik} b_{kj}$, where A, B, and C are m×n, n×p, and m×p matrices respectively. The above method of multiplying two matrices can be implemented using three level nested loops. If we consider all matrices to be of order n×n, the size of the cache is B bytes, and the size of a cache line is b bytes, then the cache consists of $\frac{B}{b}$ cache lines. C-language stores matrices in row major order. When the inner loop accesses an element of matrix B, a cache line containing that element must be available in.
the cache. According to the algorithm, the inner loop accesses only one element from that cache line. When \( n > \frac{B}{b} \), every access to matrix B causes a cache miss. The algorithm results in \( \theta(n^3) \) cache misses in the worst case.

GPU provides shared memory which has higher bandwidth than the global memory. We use tile-based algorithm for the matrix multiplication algorithm on the GPU. In this algorithm, a row of matrix A and a column of matrix B is accessed by different threads of a thread-block. By placing the tile containing these rows and columns in the shared memory, repeated long latency global memory accesses can be avoided. Moreover, when the threads of a warp access adjacent elements in the shared memory, GPU can coalesce these different accesses into a single access. Due to these features, the performance of matrix multiplication algorithm on GPU is significantly better than the performance of the same on the CPU. Hence, the 4-way and 4+way concurrencies which offload matrix multiplication workload to CPU increase the execution time compared to the 2-way and 3-way concurrencies which use only GPU.

Therefore, as shown in Table 1, the 3-way concurrency proves to be ideal for 1-D stencil operation and matrix multiplication with a speedup of 3.57 and 1.17 respectively compared to the serial execution. However, with 4-way concurrency it can be observed that for both kernels the execution time decreases as the number of CPU threads are increased based on the number of cores available. The decrease in the execution time in this case is attributed to distribution of huge amount of computational load among multiple threads.

4.2. Applying concurrency for the combined execution of different kernels

In this experiment we have overlapped the kernel execution and data transfer operations of five different kernels. Size of the vector for a vector-based application is 327680 elements and the size of the matrix for a matrix-based application is 896×896 elements. Table 4 shows the combined execution time with serial execution, 2-way, and 3-way concurrent execution of 5 different kernels. Compared to the serial execution (using default stream), the 2-way and 3-way concurrency results in a speedup of 1.15 and 1.28 respectively.

<table>
<thead>
<tr>
<th>Level of concurrency</th>
<th>Execution Time (in milli seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-way (single stream)</td>
<td>25.63</td>
</tr>
<tr>
<td>2-way</td>
<td>22.33</td>
</tr>
<tr>
<td>3-way</td>
<td>20.03</td>
</tr>
</tbody>
</table>

The performance of 4-way concurrency is tested by executing 4 different kernels on the GPU and remaining one on the CPU. In this way, the execution time for five different combinations of kernels are tested. Table 5 lists the execution time for the same. Except for matrix multiplication, speedup is observed when any of the kernel is executed on the CPU and rest are executed on the GPU. The speedup is calculated with respect to the serial execution time (i.e. 25.63ms). As discussed, GPU is suitable for matrix multiplication compared to CPU. Hence executing it on the CPU will not improve the performance.
The 4+ way concurrency is realized by executing vector addition and matrix transpose kernels on the host and the remaining 3 kernels on the device. These two kernels are chosen for execution on the host as their execution time on the host is minimum as shown in the Table 5. The two kernels on the host are executed in parallel by separate threads. Execution time for the above combination of 4+ way concurrency is 19.16 milliseconds which is slightly better than the execution time of matrix transpose kernel executed on the CPU using 4-way concurrency (i.e. 19.45 milliseconds).

<table>
<thead>
<tr>
<th>Kernel on the CPU</th>
<th>Execution time (in milli seconds)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vector Addition</td>
<td>19.71</td>
<td>1.3</td>
</tr>
<tr>
<td>Vector Dot Product</td>
<td>20.43</td>
<td>1.25</td>
</tr>
<tr>
<td>1-D Stencil</td>
<td>20.05</td>
<td>1.28</td>
</tr>
<tr>
<td>Matrix Transpose</td>
<td>19.45</td>
<td>1.32</td>
</tr>
<tr>
<td>Matrix Multiplication</td>
<td>96169.88</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

CUDA streams enable the overlapping of CPU-GPU communication and execution of kernel. The results of applying concurrency for the execution of individual kernels and combination of different kernels show a significant improvement in the execution time over serial or non-overlapped execution. However, while applying 4-way or 4+ way concurrency care must be taken so that the CPU thread creation overhead does not dominate the performance benefits of offloading the workload to CPU. In this regard, this work can be extended to device a mechanism that can dynamically select a suitable amount workload for the CPU based on its hardware features and the computational characteristics of the given application.
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