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Abstract  

This paper Presents Modified Model Reference Adaptive Controller (MRAC) 

to regulate the hight blood pressure. It is based on slate model that repre-

sent the mathematical equation that clarifies relationship between blood 

pressure and vasoactive drug injection. In this work Squirrel Search Algo-

rithm (SSA) and Grey Wolf Optimizer (GWO) algorithms are considered  

to optimize the controller parameters. the results showed that the suggested 

controller has good performance and stabilize the mean arterial pressure 

with small settling time (below than 400s) and small overshoot (below than 

1 mmHg) with low amount of error.  

 

 

1. INTRODUCTION 

 

   The rise of blood pressure is one of the diseases that most people suffer from, 

Blood pressure (BP) is articulated with 2 dimensions, systolic pressure is maxi-

mum pressure and diastolic pressure is minimum pressures in arterial system.  

The systolic BP of living person exists between the range of 110–140 millimetres 

mercury (mmHg) whereas diastolic pressure exists between 70–90 mmHg mean 

arterial pressure (MAP) is define as the average of the pressure in the systemic 

arteries that based on the diastolic pressures and systolic (Singh & Urooj, 2019). 
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Controlling the MAP is consider as a relevant problem in many applications 

such as hypertension control in the cardiac post-surgery healing process, in which 

the MAP has to be reduced as well as during the surgery anaesthesia. The proce-

dure of the MAP lowering is usually implemented by injecting the patient body 

by vasodilator drug like Sodium Nitroprusside (SNP) (de Moura Oliveira, Durães 

& Pires, 2014). SNP is a vasodilator drug, which causes the widening in the walls 

of arterioles to be reduced, thereby lowering blood pressure it is Quickly acting 

and solid strong enough to resulting serious hypotension and or cyanide toxicity 

in case of an Excessive dose (Malagutti, Dehghani & Kennedy, 2013). The pro-

cedure of the lowering MAP can be done manually but is subject to human error 

and can take a long time in clinical environments where staff levels can be  

a problem and/or timely intervention (Malagutti, 2014). So, an Automatic Drug 

Infusion System is Helpful Efficient the control of drug infusion in a proper way, 

the Patient injection system is an integrated system contains of injection materials 

as per the medical standards, which will be sensing the blood pressure level and 

Determine the amount of drug required to injecting the human body with the help 

of automatic pump (Basha, Vivekanandan & Parthasarathy, 2018). In recent years, 

several researchers developed adaptive control system to regulate the rising of 

blood pressure like fractional order adaptive regulator which is suggested by 

Samir Ladaci et al. (Ladaci, 2012). The simulation results show the efficiency of 

this regulation controlling the MAP in presence of disturbances for different 

patients' sensitivities. Anderson Luiz etal. (Cavalcanti & Maitelli, 2015) use an 

adaptive predictive controller and a proportional integral controller with Fuzzy 

system consideration of two patients simulated, the results showed that the Sug-

gested idea has Good results and stabilize the blood pressure with very small value 

of settling time and overshoot. Humberto A. Silva1 et al. (Silva, Leão & Seabra, 

2018) use the Multi-Model Adaptive Control (MMAC) to regulate the MAP, they 

developed a procedure to control the blood pressure in the presence of significant 

time delays and parameters uncertainty. Simple adaptive PI controller suggested 

by Samuel Justino da Silva1 et al. (da Silva1, et al., 2019) for mean arterial pres-

sure regulation, the controller was evaluated with desktop and Hill simulation 

through the known MAP parameter set of patients, with successful regulation of 

MAP in all cases considered. 

In this paper, Modified Model Reference Adaptive controller (MRAC) is used 

to regulate the Mean Arterial Pressure, based on the Squirrel Search Algorithm 

(SSA) and Grey Wolf Optimizer (GWO) algorithm to tune its parameters. The sug-

gested controller gives better performance and accuracy and more effective in 

handling the environmental changes and unknown parameter variations. To achieve 

these goals, since the 1980s, different mathematical models that clarifies relation-

ship between blood pressure and vasoactive drug injection have been investigated, 

one of them is the Slate model which considered here. 
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The remaining article is consisting of section 2 discussed the mathematical 

model of MAP. Section 3 describes the MRAC controller with the suggested mod-

ification, while section 4 illustrates the SSA and GWO algorithms. Section 5 

contain the results of simulation and comparison between SSA and GWO algorithms. 

Section 6 is the final conclusion section. 

 

 

2. MEAN ARTERIAL PRESSURE MODELIZATION 

 

To identify the proper infusion, we need to ascertain the mathematical model 

and the modelling of blood pressure and this model general denoted as SNP 

(sodium Nitroprusside) model, the modelling is a complex task in bio medically 

involves multiple inter connected system’s Slate et. al. (1980) (Slate & Sheppard, 

1983; Saxena & Hote, 2012) did are search and developed an SNP model with the 

dynamic infusion for hypertension stabilization based on the related analysis of 

the patient’s data. The concluded model as described below based on the 

behavioural properties the human system (Basha & Vivekanandan, 2019). 

 
  ∆𝑝𝑑(𝑠)

𝐼(𝑠)
=

𝐾 𝑒−𝑇𝑖 𝑠(1+𝛼𝑒−𝑇𝑐 𝑠)

1+Ƭ𝑠
        (1) 

where 𝐼(𝑠) is infusion rate, 𝑇𝑐 is the time consuming by the drug to transported 

via the patient's body, the time 𝑇𝑖 is the initial transport lag from injection sit, 𝛼 

is the drug fraction recirculation, the constant 𝐾 is the drug sensitivity, 𝑇 is the 

time required for Dispersal and biological transition of the drug (Urooj & Singh, 

2019; Jones & Tham, 2005). 

  

 

3. MODEL REFERENCE ADAPTIVE CONTROLLER (MRAC) 

  

   The adaptive controller is control scheme that used widely to design the 

advanced control systems for accurate performance and very influential to handle 

the environmental changes and the unknown parameter variations. The adaptive 

controller include two loops, the internal loop (adjustment of parameter loop) and 

the external loop (feedback loop).The MRAC is usually used to design an adaptive 

controller which works based on adjusting the control parameters such that the 

actual output of the plant follow the output of the desired reference model that has 

the same input reference signal (Jain & Nigam, 2013). This paper deals with 

designing of adaptive controller with MRAC scheme using SSA and GWO 

algorithms for optimizing control parameters. Fig. 1 present the patient's model 

and MRAC controller diagram. The control signal up represents the rate of 

infusing drug which is a linear combination of the error feedback 𝐾𝑑  𝑒𝑑,reference 

model output 𝐾𝑚 𝑌𝑚 and reference model input 𝐾𝑒 𝑈𝑒. The law of the adaptive 

controller involves the values of the reference model output “ 𝑌𝑚”, tracking error 



56 

“ 𝑒𝑑”, and the reference model input “ 𝑈𝑒” with a suitable adaptive gain (𝐾𝑒, K𝑚 
and K𝑑). The adaptive control equation is given by (Enbiya, Mahieddine & Hossain, 

2011): 

                𝑢𝑝(𝑡) = 𝐾𝑒 𝑈𝑒  (𝑡) + 𝐾𝑚 𝑌𝑚 (𝑡) +  𝐾𝑑  𝑒𝑑  (𝑡)    (2)                    

The suggested modification is tuning the gains (𝐾𝑒, 𝐾𝑚 and 𝐾𝑑) online using 

Adaline neural network See Fig. 2. 

 

 

Fig. 1. The block diagram for the patient’s model with MRAC 

  

Fig. 2. The ADALINE Network Architecture 

  

The neuron weights 𝑊1, 𝑊2 and 𝑊3will act as the gains (𝐾𝑒, 𝐾𝑚, and 𝐾𝑑) of 

the MRAC controller. With the help of some learning algorithm the weights of 

the neural network are modified to attain the desired goal. The inputs 𝐼1, 𝐼2 and 𝐼3 

will act as 𝑈𝑒, 𝑌𝑚 and 𝑒𝑑 respectly. These input signals are multiplied with their 

corresponding weights and act as the input to the single neuron the transfer 

function of the output neuron is linear function. The least mean square error 

algorithm adjusts the weights has been given by (Saeed Al-Khayyt, 2017):  

 𝐾𝑒(𝑡 + 1) = 𝐾𝑒(𝑡) + ŋ𝑒 𝑒 𝑈𝑒         (3) 

                  𝐾𝑚(𝑡 + 1) = 𝐾𝑚(𝑡) + ŋ𝑚 𝑒 𝑌𝑚       (4) 

  𝐾𝑑(𝑡 + 1) = 𝐾𝑑(𝑡) + ŋ𝑑  𝑒 𝑒𝑑        (5) 
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where ŋ𝑒, ŋ𝑚  and ŋ𝑑 is the learning value, 𝑒 is the error between the output system 

and the desired output. note that the value of the basis is considered zero. 

 

The various steps in tuning a MRAC controller using Adaline neural network 

are as follows:  

Step1:  Choose random values for the weights. 

Step2:  Calculate the error which is the difference between the reference input and 

the output and multiplied with an optimized gain 𝐾𝑜𝑔 to obtain a better 

closed loop response.  

Step3:  The gains of MRAC controller are decided by least mean square error 

algorithm.  

 

The output of the single neuron act as the control signal which regulate the 

amount infusion rate of SNP. The learning values (ŋ𝑒, ŋ𝑚  and ŋ𝑑 ) and the 

optimized gain 𝐾𝑜𝑔 are optimized using two algorithms SSA and GWO algorithms.  
 

 

Fig. 3. The suggested controller with patient’s model 

 

4. OPTIMIZATION ALGORITHMS 

 

4.1. The Squirrel Search Algorithm 

 

This algorithm (SSA) Suggested et al. in 2019 by Mohit Jain. it was a novel 

nature-inspired algorithm for optimization, (SSA) algorithm consist of four the 

search processes of flying squirrels: (i) there are n flying squirrels and n trees and 

only one squirrel on one tree, (ii) each flying squirrel is tries to find the food so 

each one searching for food individually, (iv) there are only three types of trees 

such as normal tree, oak tree and hickory tree (which is the favour tree) in forest 

only three oak trees and one hickory tree in the forest (Hu, et al., 2019). The fol-

lowing steps explained the operation of this algorithm (Khan & Ling, 2020): 
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Step 1: Initialization Let that the number of the population is N, the upper and 

lower bounds of the search space are 𝐹𝑠𝑢 and 𝐹𝑠𝑙, and start the loop 

iteration, N individuals are randomly produced according to equation: 

               𝑓𝑠𝑖 = 𝐹𝑠𝑙 + 𝑟𝑎𝑛𝑑(1, 𝐷) − (𝐹𝑠𝑢 − 𝐹𝑠𝑙)    (6)                      

 Step2: Evaluate the fitness value for each individual based on the least-square 

error (LSE) criterion. ranking the fitness values of the individuals in 

ascending order, the squirrels are classified into three types: (i) Fh 

squirrels located at hickory trees (the best food resource for the squirrels), 

(ii) Fa squirrels located at acorn trees (takes second place food resource 

for the squirrels), (iv) Fn squirrels located at normal trees (no food). 

Step3: Update the Position (winter strategy). All squirrels try to move to the 

hickory trees or acorn trees, the positions of each squirrel updated 

according to the updating equation: 

 𝑖𝑓  𝑝 > 𝑝𝑑𝑝 

 𝑓𝑠𝑖(𝑡 + 1) = 𝑓𝑠𝑖(𝑡) + 𝑑𝑔 𝐺𝑐 (𝑓𝑡ℎ − 𝑓𝑠𝑡𝑖)    (7) 

𝑅𝑎𝑛𝑑𝑜𝑚 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 𝑖𝑓  𝑝 > 𝑝𝑑𝑝 

                     𝑓𝑠𝑖(𝑡 + 1) = 𝑓𝑠𝑖(𝑡) + 𝑑𝑔 𝐺𝑐 (𝑓𝑡𝑎 − 𝑓𝑠𝑡𝑖)       (8) 

𝑅𝑎𝑛𝑑𝑜𝑚 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

where: 𝑝𝑑𝑝 is the predator appearance probability, 𝐺𝑐 is the constant with 

the value, dg is the gliding distance which can be calculated by this equation. 

                         𝑑 =
ℎ𝑔

𝑡𝑎𝑛(𝛷) 𝑠𝑓
         (9) 

where: ℎ𝑔 the constant, 𝑠𝑓 the constant, 𝑡𝑎𝑛(𝛷) is the angle of gliding 

which can be calculated as shown below: 

                          𝑡𝑎𝑛(𝛷) =
𝐷

𝐿
         (10)                        

𝐷 =
1

2𝑝 𝑣 𝑠 𝐶𝐷
        (11)                  

  L=
1

2𝑝 𝑣 𝑠 𝐶𝐿
         (12) 

where 𝑝, 𝑣, 𝑠, 𝐶𝐿 and 𝐶𝐷 are all the constants. 
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Step4:  Seasonal Transition whether the season changes is judged according to 

these equation:  

            𝑆𝑐
𝑡 = √∑ (𝐹𝑎𝑖,𝑘

𝑡
𝐷

𝑘=1
−  𝐹ℎ,𝑘

𝑡 ) 𝑖 = 1,2, … , 𝑁𝑓𝑠    (13) 

At the beginning of each iteration, the whole population is in Winter, so all the 

individuals are updated in the way introduced step (3) When the season turns to 

summer, the individuals updated location, by these equations: 

            𝐹𝑆𝑖𝑛𝑒𝑤
𝑡+1 = 𝐹𝑠𝑙 + 𝐿𝑒 , 𝑣𝑦(𝑛) (𝐹𝑠𝑢 − 𝐹𝑠𝑙)     (14) 

                    𝐿𝑒 , 𝑣𝑦(𝑛) = 0.01 
𝑟𝑎 𝜎

|𝑟𝑏|1/𝛽         (15) 

𝜎 = (
𝛤(1+𝛽) 𝑠𝑖𝑛

𝛽л

2

𝛤(
1+𝛽

2
) 𝛽 2

𝛽−1
2

)
1

𝛽             (16) 

where: 𝛤(𝑥) = (𝑥1)! 

Figure 4 illustrates the procedure of SSA algorithm. 
 
4.2. Grey Wolf Optimizer 

 

   Mirjalili proposes the GWO algorithm in 2014. It is suggested in order to find 

prey According to the Gray wolf social hierarchy Hunting practices are the 

solution to the problem of optimisation. The social hierarchy is represented by 

splitting the quest agent population into four groups of wolves, i.e., alpha, beta, 

delta, and omega, based on their fitness. In order to mimic the hunting actions of 

grey wolves, the quest technique is modelled using three stages that encircle and 

attack the prey (Precup, et al., 2017). 

The GWO comprises the steps established by the revision of the measures 

(Mirjalili, Mirjalili & Lewis, 2014): 

 

Step1: The initial random grey wolf population, represented by N agents’ posi-

tions in the D dimensional search space, is generated. The iteration index 

is initialized to t = 0 and the maximum number of iterations is set to T. 

Step 2: The performance of each member of the population of agents is evaluated 

by simulations conducted on the Model Reference Adaptive Control 

based on the least-square error (LSE) criterion. 

Step 3: 𝑥𝛼, 𝑥𝛽, 𝑥𝛿, which represented alpha, beta, delta positions are identified 

according to the first three best solutions. 
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Step 4: The agents are moved to their new positions according to the Equation 

below. 

                    𝑋𝑛𝑒𝑤 =
(𝑥1+ 𝑥2+ 𝑥3)

3
         (17) 

𝑥1, 𝑥2, 𝑥3 calculated from equations below. 

                   𝑥1 = 𝑥𝛼 − 𝐴1 𝐷𝑎𝑙𝑝ℎ𝑎                                        (18) 

                   𝑥2 = 𝑥𝛽 − 𝐴2 𝐷beta                                           (19) 

                   𝑥3 = 𝑥𝛿 −  𝐴3 𝐷delta                                 (20) 

                  𝐴1, 𝐴2, 𝐴3 = 2𝑎 𝑟1 −  𝑎                                (21) 

𝑟1 is random value having different value for 𝐴1,  𝐴2, 𝐴3, 𝑎 is variable value. 

                   𝑎 = 2 −  𝑡 (
2

𝑇
)                                     (22) 

𝐷𝑎𝑙𝑝ℎ𝑎, 𝐷beta, 𝐷delta are computed from equations below. 

                    𝐷𝑎𝑙𝑝ℎ𝑎 = 𝑎𝑏𝑠(𝑐1  𝑥
𝛼 −  𝑋𝑐𝑢𝑟𝑟𝑒𝑛𝑡)     (23) 

                    𝐷𝑏𝑒𝑡𝑎 = 𝑎𝑏𝑠(𝑐2  𝑥
𝛽 −  𝑋𝑐𝑢𝑟𝑟𝑒𝑛𝑡)        (24) 

                    𝐷𝑑𝑒𝑙𝑡𝑎 = 𝑎𝑏𝑠(𝑐3  𝑥
𝛿 − 𝑋𝑐𝑢𝑟𝑟𝑒𝑛𝑡)        (25) 

                           𝑐1, 𝑐2, 𝑐3 = 2𝑟2                            (26) 

𝑟2is random value having different value for 𝑐1, 𝑐2, 𝑐3. 

 

Step 4: If all iteration will be finished, stop the search and display the value (alpha 

position is best solution). Otherwise, repeat step (2) to step (4) before 

iterations have been finalized. 

 

Figure 5 illustrates the procedure of the GWO. 
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Fig. 4. SSA Procedure 
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Fig. 5. GWO Procedure 

 

 

5.  SIMULATION AND RESULTS 

 

The simulation results of the suggested controller based on the SSA, GWO 

algorithms for controlling MAP regulation model have been presented in this sec-

tion. The control simulated with patient model using MATLAB program. The initial 

value of the patient MAP is chosen as 140 (mmHg), The control objective is to 

reduce the MAP to 100 (mmHg) for three cases (sensitive patient, normal patient, 

insensitive patient) without disturbance, the parameters of MAP model illustrated 

in Table (1). 

The parameters SSA and GWO are considered in this Table (2) Shown. The sim-

ulation response of MAP model after regulated it by the suggested controller 

(Model Reference Adaptive Controller) which tuned by the SSA and GWO algo-

rithms as illustrated in Table (3,4) is shown in Figure (6) and Figure (7) respec-

tively. Figure (8) and Figure (9) show the controller signal (SNP Injection). 
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It is obvious It from Figure (6) and Figure (7) that the controller satisfies the 

design requirement by making the MAP system follows the desired level with 

small steady state error (𝑒𝑠𝑠), settling time (𝑡𝑠), drop time (𝑡𝑑) and undershoot (𝑀𝑝) 

as shown in Table (5). 

Table (5) illustrates that the performance of the Modified Model Reference 

Adaptive Controller optimized with SSA algorithm is nearly similar to the perfor-

mance of controller when optimized with GWO algorithm. 

From the results it can be noted that the controller has less settling time, drop 

time when optimized with SSA algorithm. 
 
    Tab. 1. Model parameters (Nirmala, Muthu & Abirami, 2013) 

Model 

variables 

SEN 

(underneath normal) 

NOR 

(normal) 

INS 

(above normal) 

α 0 0.4 0.4 

Ti 20 30 60 

K –9 –0.7143 –0.1786 

Ƭ 30 40 60 

Tc 30 45 75 

 
    Tab. 2. The SSA and GWO algorithms parameters 

SSA parameter value GWO parameter value 

Search agent no (S) 20 Search agent no (N) 20 

Max iteration (T) 10 Max iteration (T) 15 

Dimension (D) 3 Dimension (D) 3 

Upper limit (Fsl) 0 – – 

Lower limit (Fsu) 0.5 – – 

predator appearance (Pdb) 0.25 – – 
 

    Tab. 3. Optimal controller parameters (ŋ𝒆, ŋ𝒎, ŋ𝒅) 

 ŋ𝒆 ŋ𝒎 ŋ𝒅 
SSA Algorithm 0.0019 0.00186 0.00227 

GWO Algorithm 0.00218 0.0004 0.0024 

 
    Tab. 4. Optimal controller parameter (𝑲𝒐𝒈) 

Optimized Gain (𝑲𝒐𝒈) 

Case SSA Algorithm GWO Algorithm 

Sensitive –0.0017 –0.0014 

Normal –0.0082 –0.0075 

Insensitive –0.0247 –0.0226 
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    Tab. 5. The evaluation parameters of simulation results for three cases 

SSA Algorithm 

Case 𝑴𝒑 (mmHg) 𝒕𝒔 (sec) 𝒕𝒅 (sec) 𝒆𝒔𝒔 (mmHg) 
SNP 

(ml/h) 

Sensitive 0.1403 197.9941 119.6477 1.543·10–6  4.444 

Normal 0.03229 249.8644 134.9153 3.602·10–5 40.02 

Insensitive 0.0313 377.4166 205.0418 0.00074 160.5 

GWO Algorithm 

Sensitive 0.0026 266.1911 133.4159 7.492·10–5 4.444 

Normal 0.0376 277.2142 158.1251 3.838·10–5 40.02 

Insensitive 0.0528 377.1661 205.3626 0.000689 160.23 

 

 

 

Fig. 6. The response of MAP according to the MRAC optimized with SSA 

 

 

 

Fig. 7. The response of MAP according to the MRAC optimized with GWO 
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Fig. 8. SNP Injection according to the MRAC Optimized with SSA 

 

 

Fig. 9. SNP Injection according to the MRAC Optimized with GWO 
 

 

6. CONCLUSION 

 

    The paper has presented an adaptive single-drug control scheme for MAP 

control. The suggested controllers designed and evaluated by simulation results 

for different variations in patients (normal, sensitive, and insensitive). The single 

drug which is used is the Nitroprusside. The results of the simulation have shown 

that MRAC is more efficient in regulating the MAP by calculated the infusion 

rates of the SNP. In order to improve the characteristics of the controller, SSA, 

GWO algorithms have been applied. For future work we suggest use same 

controller in multi input multi output system rather than single input single output 

system to regulate the mean arterial pressure and cardiac output using two drugs: 

dopamine and Nitroprusside. 
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