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Abstract 

Electroencephalogram (EEG) signal of two healthy subjects that was available 

from literature, was studied using the methods of machine learning, namely, 

decision trees (DT), multilayer perceptron (MLP), K-nearest neighbours 

(kNN), and support vector machines (SVM). Since the data were imbalanced, 

the appropriate balancing was performed by Kmeans clustering algorithm. 

The original and balanced data were classified by means of the mentioned 

above 4 methods. It was found, that SVM showed the best result for the both 
datasets in terms of accuracy. MLP and kNN produce the comparable results 

which are almost the same. DT accuracies are the lowest for the given 

dataset, with 83.82% for the original data and 61.48% for the balanced data.  

1.  INTRODUCTION 

Hypnotic therapy is a method of psychotherapy that helps to heal a large 

number of disorders, including stress, depression, anxiety, pain (Provençal et al., 

2018; Wood & Bioy, 2008), and eliminating the unwanted memories in patient 

mind (Terhune et al. 2017). Hypnosis can also enhance thought suppression by 
minimizing the effect of cognitive load (Bryant & Sindicich, 2007). The influence 

of hypnosis on the human being can be assessed by registering brain signals.  

The widely used technique for recording brain signal is electroencephalogram 
(EEG) (Sanei & Chambers, 2007). EEG signal is a miniature amount of electrical 

flow in a human brain that holds and controls the entire body (Haykin 2009).  
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EEG signal can be employed to diagnose Alzheimer disease (Podgorelec, 2012), 
to predict epileptic seizure (Satapathy, Jagadev & Dehuri, 2017), to detect mental 

disorders (Dvey-Aharon et al., 2015; Thilakvathi et al., 2017). The approaches of 

machine learning give the possibility to analyze the EEG signal and draw 

appropriate conclusions based on the results of performed analysis. In particular, 
various classification methods can help to diagnose the mentioned above diseases. 

In paper (Parvinnia et al., 2014), EEG signals were classified using adaptive 

weighted distance nearest neighbor algorithm. In the study (Amin et al., 2017), 
the pattern recognition approach was employed to classify the EEG signals. Often 

EEG signals contain artifacts which should be found and treated respectively. 

Paper (Lawhern et al., 2012) gives the methods to detect and classify the subject-

generated artifacts in EEG signals using auto-regressive models. Results, obtained 
in the mentioned above study, indicate reliable classification among several 

different artifact conditions across subjects. 

However, despite the numerous application of machine learning approaches to 
the EEG signals, there still remains a wide range of potential activity and many 

interesting problems to be solved by means of computer and respective algorithms. 

The present study utilizes the dataset obtained in the frames of Horizon 2020 
program, which is available at (Real & Kübler, 2014). EEG signals of two healthy 

subjects were recorded (S01: right-handed male; S02: right handed female) (Real 

& Kübler, 2014). The subject sat in a comfortable chair. Stimuli were presented 

in two conditions. In an active condition, the subject was told to listen to a tone stream, 
and that he/she should count the occurrence of the odd (low) tones. In a passive 

condition, the subject was told to listen to a series of tones and that he/she would 

just have to listen to the tones. After the first recording ("PRE"), the subject 
listened to an Erickson-type hypnotic induction, where the subject imagined being 

on a ship in dense fog, making hearing and seeing difficult. Then, the EEG 

experiment was repeated (datasets "POST"). Finally, the subject listened to 
instructions designed to take back a hypnotic state (Real & Kübler, 2014). 

2.  METHODOLOGY 

2.1. Dataset preparation   

The dataset S01 No5 consists of four EEG data matrices, Xs, where the 

columns of each X show outputs of 31 recording electrodes and rows of each X 
contain recorded data in every 0.001953125 second (or 0.002 for simplification) 

from each electrode. Since the sampling rate is 512 Hz, the sampling period is 

around 0.002 second. Also, the duration of each stimuli is 50 ms, which means 
that every data-point is a 25 by 31 submatrix (each stimulus is 50 ms and by 

dividing it to the sample period 2ms on gets the number 25).  
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The dataset provides the time period when each stimulus is presented. This 
time period is available in the vector ‘trial’. The class label of each stimuli is 

available in the vector ‘y’. So, it is possible to find each data-point along with its 

label. For example, the first stimuli starts at time period 19898 ms, so to find the 

EEG response of this stimuli one needs to extract the submatrix of X, i.e. the row 
number 19898÷2 of matrix X to row number (19898÷2 + 25) of matrix X.  

Also, the label of this data-point is provided in the first entry of vector ‘y’ in 

data cell number 1 of the S01 file. This label is ‘2’ which means that this stimulus 
is from class ‘frequent’. There are two classes of data: ‘odd’ and ‘frequent’. The 

‘odd’ class is represented with label ‘1’. 

There was written the code to perform the mentioned-above procedure in order 

to prepare the dataset. This code reads all datasets S01 and S02 and concatenates 
them according to the described procedure. 

After the data preparation step was performed and for the better understanding 

of the samples of dataset, 9 samples of the dataset were visualized from both male 
and female data. Fig. 1 shows the visualized results. In each subplot, it is possible 

to see one sample of stimuli along with its label on the top. Each sample consists 

of 31 stimuli which have been drawn with different colors. The horizontal and 
vertical axes show time period and amplitude of the stimuli; respectively. As it is 

possible to see, the amplitude value of each stimulus changes with time and this 

change is significant. Another important point is that it can be observed from the 

figure that there are some distinct patterns in the behaviors of stimuli. For the male 
data, i.e. S01.mat, the stimuli of the ‘odd’ class somehow shows a descending 

behavior during the time while the stimuli of the other class show an ascending 

and then descending behavior in their shapes. Similarly, it is possible to note some 
distinctive patterns in the female data, i.e. S02.mat. 
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Fig. 1. A graphical view of the stimuli samples of dataset no. 5 along with their labels 

2.2. Feature extraction 

Features extraction is a common way to extract meaningful features from the 

EEG data (Li et al., 2015; Sun et al., 2019). In this way, an Autoencoder was used 
to find a new representation of the data in a lower dimensional space. Autoencoder 

is an unsupervised method of machine learning that provides a new representation 

of data in a lower dimensional space (Hinton & Salakhutdinov, 2006). In other 

words, an autoencoder is a type of artificial neural network used to learn efficient 
data encoding in an unsupervised manner. The aim of the Autoencoder is to learn 

a representation for a set of data, typically for dimensionality reduction. Along 

with the reduction side, a reconstructing side is learnt, where the autoencoder tries 
to generate the representation as close as possible to its original input from the 

reduced encoding. 
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The following model is used for the autoencoder network. The input size was 
25·31, which is equal to 775. Hidden layer size is 64. Output layer size was  25·31, 

that is the same as input size. 

2.3. Balancing the data 

Another difficulty of the data is that it is an imbalanced data. In other words, 

the ratio of its classes is highly different that comes from the fact that the 

‘frequent’ class has much more data than the ‘odd’ class. Originally, there are 
more than 3000 data points for the ‘frequent’ class and 480 data points for the 

‘odd’ class of data, i.e. 3000 >> 480. 

In this experiment, two scenarios were employed.  In the first scenario, the 
original data were used. In the second scenario, there was an attempt to turn data 

into a balanced data. Both scenarios were implemented and the results were 

presented: 

1. For the first scenario the data were not changed and all of the samples were 
kept. 

2. In the second scenario, an under-sampling technique was employed to turn 

the data into a balanced one. To accomplish that, Kmeans clustering 
algorithm (MacQueen, 1967) was applied over the data points of the 

‘frequent’ class. The number of clusters was set to 1000, and Kmeans 

algorithm was started. After the learning, the centers of clusters were treated 

as the new data points for the ‘frequent’ class of data. The number 1000 
was determined empirically. 

After that step, 1000 data points were obtained for the ‘frequent’ class of data 

and 480 data points were for the ‘odd’ class of data. Although the dataset is not 
exactly balanced, nevertheless, this ratio of classes samples is more balanced than 

the original one. 

2.4. MLP structure  

The multilayer perceptron (MLP) neural network was employed which uses 

the gradient decent back-propagation for tuning the parameters of the network 

(Haykin, 2009). The MLP topology is the following. 
Input size, that is the number of nodes in input layer was 64, number of hidden 

layers was 1, number of neurons in each hidden layer was 32, number of neurons 

in output layer was 1. 

3. RESULTS  

To verify the models, 10-fold cross validation method was performed. In this 

way, the data were split into ten parts and each time one part was taken as the test 
data and the rest was treated as training data. 
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The classification was performed by four methods: support vector machines 
(SVM) (Cortes & Vapnik, 1995), Decision Trees (Quinlan, 1986), K-nearest 

neighbors (Altman, 1992) and MLP (Haykin, 2009). Table 1 presents the results 

in terms of accuracies along with the standard deviations. According to the results 

shown in Table 1, it can be seen that SVM performs better in both datasets and 
provide higher accuracies with accuracy 87.47% for the original data and 66.95% 

for the balanced data. Also, MLP and kNN produce the comparable results which 

are almost the same. DT accuracies are the lowest for the given dataset, with 
83.82% for the original data and 61.48% for the balanced data. 

Tab. 1. Comparison of different methods in terms of accuracies 

Dataset SVM kNN (k = 8) DT MLP 

Original data 87.47 ± 1.51 87.108 ± 1.56 83.82 ± 1.58 87.03 ± 1.77 

Balanced data 66.95 ± 1.89 64.05 ± 4.03 61.48 ± 3.24 65.74 ± 2.06 

 

  
MLP DT 

  
kNN SVM 

Fig. 2. Confusion matrices over the balanced data (Fold #1) 

Fig. 3 presents the confusion matrices over the original dataset, i.e. the 
imbalanced version of dataset.  
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MLP DT 

  
kNN SVM 

Fig. 3. Confusion matrices results over the original data (Fold #1) 

The confusion matrices obtained over the original data have better values due 

to the imbalanced data. However, the balancing makes the accuracy of classifica-

tion less as compared with the original data, though allows to change the ratio of 

classes samples, so the data are more balanced than the original one. 

4. CONCLUSIONS 

EEG signal of two healthy subjects was studied using the methods of machine 
learning, namely, decision trees (DT), multilayer perceptron (MLP), K-nearest 

neighbours (kNN), and support vector machines (SVM). Since the data were 

imbalanced, the appropriate balancing was performed by Kmeans clustering 
algorithm. The original and balanced dataset was classified by means of the 

mentioned above 4 methods. The obtained classification results were compared. 

It was found, that SVM showed the best result for the both datasets in terms of 
accuracy. This method gave 87.47% accuracy for the original data and 66.95% 

accuracy for the balanced data. MLP and kNN produce the comparable results 

which are almost the same. DT accuracies are the lowest for the given dataset, 

with 83.82% for the original data and 61.48% for the balanced data. The respective 
confusion matrices were also built.  
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In general, the methods of machine learning allow classifying the EEG signals 
and obtaining rather accurate results. 
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