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Abstract 

The paper presents a method of automated modelling and performance evaluation of 

concurrent production flows carried out in Flexible Manufacturing Systems. The method 

allows for quick assessment of various variants of such systems, considering their struc-

ture and the organization of production flow of possible ways of their implementation. 

Its essence is the conditions imposed on the designed model, limiting the space of possible 

variants of the production flow only to deadlock-free variants. The practical usefulness 

of the model implemented in the proposed method illustrates the example, which 

describes the simultaneous assessment of alternative variants of the flexible machining 

module's structure and the planned multi-assortment production. The ability of the method 

to focus on feasible solutions offers attractive perspectives for guiding the Digital Twin-

like scenario in situations caused by the need to change the production flow. 

1. INTRODUCTION  

Designing Flexible Manufacturing Systems (FMSs) and planning technological processes 

generate complex multi-criteria optimization problems. These problems are related to decision-

making in terms of resource allocation, process scheduling, and resolving resource conflicts 

of processes competing for access to shared resources.  

Decision Support Systems (DSSs), based on online modelling and simulation, play  

a crucial role in solving the problems under consideration (Vaisi, 2022; Bujari et al., 2021;  

Makris, Michalos & Chryssolouris, 2012; Sliwa & Patalas-Maliszewska, 2016). The methods 

used in DSSs design are usually problem-oriented, which limits the range of their possible 

applications (Bakar, Henry & Ali, 1991; Banaszak, 1992; Banaszak, Skolud & Zaremba, 

2003; Viswandham & Narahari, 1992). In particular, this implies the need for modelling and 

evaluating FMSs functioning based on the digital twin (DT) approach employed in inter-

active FMSs prototyping (Vaisi, 2022; Makris, Michalos & Chryssolouris, 2012). 
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Since the dominant role in FMSs is played by the interaction of various processes taking 

place in them, i.e., the flow of workpieces, jigs, and fixtures, tool exchange, and chip removal, 

data and energy flows, and others, the natural choice of representation to model their 

behavior is using the formalism of the Petri nets (Reisig, 1982; Reutenauer, 1988).  

Models of this type allow both to assess alternative variants of the FMS structure  

(i.e., the configuration of autonomous production modules that create it) and to choose how 

to organize the flow of production carried out in it. 

The rest of the article is organized as follows: Section 2 elaborates on related works. 

Section 3 presents the example of a Flexible Machining Module (FMM) and introduces the 

issues of planning multi-assortment production carried out in it. Section 4 describes the ter-

minology and essential modelling principles of the Petri net representation used in the FMM 

reference model. Section 5 includes a diagram of the methodology for the construction  

of methods implementing the digital twin-driven decision support concept (DTDSC),  

in particular, the method of determining the configuration of the FMS structure and assessing 

alternative ways of organizing the flow of production carried out in it. Section 6 presents the 

concluding remarks. 

2. CURRENT-STATE  

In recent years, there has been a rapid increase in the use of FMS in the automotive, 

electrical, and electronic industries (Janardhanan et al., 2019). The increase in the variety  

of FMSs applications is accompanied by new solutions to their structures and ways of 

functioning.  

The concept of FMS that merges the ideology of flow shop and batch shop manufacturing 

system is based on three major components, i.e., workstations, automated material handling 

with a storage system, and a central computer. The interaction of these components 

determines the scope of the flexibility of the FMS, which can be assessed by different tests 

such as part variety, schedule change, error recovery, and new part test (Jonsson, 2000; Manu 

et al., 2018; Rachamadugu & Stecke, 1994). To effectively exploit this potential for 

flexibility, different methods are used. Among the available methods such as analytical 

methods (using mathematical programming), heuristic methods (employing production 

sequencing rules), artificial intelligence (using evolutionary and (or) population algorithms), 

and computer simulation (especially discrete event simulation). The latter is most often used 

in practice, which is due, among other things, to the fact that mathematical computations are 

cumbersome (as well as very time-consuming) and evolutionary algorithms are not very 

precise. It is also worth noting that computer simulation methods make it possible to analyze 

the transient states associated with the start-up and termination of production processes. 

In this context, a digital twin concept referring to a digital replica of physical processes 

and systems seems to be well suited to model various FMSs solutions regarding their 

configuration and the organization of production carried out in them. Notice that the digital 

twin combines a physical object (e.g., FMS) and its digital representation in virtual space 

(e.g., discrete event system model). Therefore, the FMS simulation model implemented with 

the aid of it can be used both to plan the processes implemented virtually in it and to correct 

previously planned and then physically implemented in FMS. Indeed, this approach to FMSs 

design and control is increasingly common and finds its applications in systems supporting 
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preventive maintenance scheduling and proactive job-shop as well as dynamic scheduling 

in manufacturing (Coito et al., 2022; David, Lobov & Lanz, 2018; Hatono et al., 1989; Neto 

et al., 2021; Nielsen, Michna & Do, 2014; Nielsen, Sung & Nielsen, 2019; Patalas-Maliszewska 

& Kłos, 2019; Zhang, Bai & Yang, 2022; Stączek et al., 2021; Świć & Gola, 2013).  

It should be emphasized that methods implementing simulation models following IF ... 

THEN rule paradigm do not guarantee acceptable solutions, e.g., scenarios of production 

processes execution that do not lead to starvation and (or) deadlocks. Therefore the 

simulation models implemented in digital twin solutions are burdened with a similar 

deficiency, implying the need to eliminate unnecessary analysis of unacceptable solutions, 

e.g., leading to deadlocks of modelled processes. This observation is the main inspiration for 

the research undertaken in this work showing the possibilities of building simulation models 

limiting the implemented scenarios of system behavior only to acceptable ones. 

The multi-criteria nature of production-planning problems, the complexity of these 

problems, and the need to make decisions online spur the development of techniques and 

methods for building dedicated DSSs (Banaszak, 1992; Bujari et al., 2012; Jensen, 1987; 

Laemmle & Gust, 2019). Hence, the relevant computer-aided tools should be designed to 

allow an integrated online analysis of alternative scenarios for completing production orders 

and early detection of errors in the order execution method used (Alexopoulos et al., 2022). 

Similar expectations apply to solutions focused on computer-aided modelling, exploring 

feasible alternatives, and evaluating the functioning of operational control algorithms imple-

mented in real-time industrial controllers (Heiner et al., 1992). 

Due to the variety of production decision-making problems, the large number of decision 

variables characterizing them, and the multi-criteria nature of the problems solved, computer 

simulation methods are most often used to solve them. Many papers in the scope of 

modelling and simulation of production flow especially scheduling and routing, prefer the 

Petri nets framework usage (Recalde et al., 2022; Zhou & Zain, 2016). Some already 

proposed approaches, such as colored, inhibitor, fuzzy, timed, predicate-transition, and hier-

archical Petri nets representation, have been used to model complex systems with outstand-

ing results (Laemmle & Gust, 2019; Van der Aalst, 1992). Their main advantage is the easy 

implementation of procedures for flow control of the processes performed in the modeled 

systems. In other words, the essential advantage of Petri network representation comes down 

to the possibility of prototyping alternative material flow scenarios modeled as a procedure 

for the relevant control flows (Bocewicz et al., 2022; He et al., 2022).Control flow 

procedures usually boil down to the implementation of different priority dispatching rules 

such as Longest Processing Time, Shortest Processing Time, and First in, First Out, and Last 

in, First Out, and many others, including Earliest Due Date, Critical Ratio, Dynamic Least 

Slack Rules, and other (Silva et al., 2012; Zanchettin, 2021).  

The main shortcoming of the simulation approach is the considerable amount of time 

needed to build an appropriate model. In this respect, an approach aimed at an automated 

generation of the simulation model using domain-oriented data of production systems seems 

to be the most promising. An example of such a type of approach is presented in this work. 
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3. EXAMPLE OF HYPOTHETICAL FMM SPECIFICATION  

The FMS class under consideration includes systems in which:  

 a set of pipeline processes 𝑃𝑃 = {𝑃𝑅𝑖 |𝑖 = 1 … 𝑣}, such that: 𝑃𝑅𝑖  =  ((𝑑𝑖𝑘
, 𝑂𝑖𝑘

) | 𝑘 =

1. . . 𝒦), where: 𝑑𝑖𝑘
 – the machine used to process the 𝑖𝑘-th product, 𝑂𝑖𝑘

– the th 

operation of the 𝑖-th process carried out on the machine 𝑑𝑖𝑘
∈ 𝐷, where 𝐷 – is the set 

of FMS resources (machines), 𝒦 – means number of operations of the 𝑃𝑅𝑖 process, 

 an inter-operational storage buffer 𝐵𝑖 with a capacity of 𝐵𝑃𝑖 is assigned to each 𝑖-th 

machine (𝑑𝑖 ∈ 𝐷), 

 to each operation 𝑂𝑖 of the 𝑖-th process carried out on the 𝑑𝑖 machine, the time of its 

execution 𝑡𝑖 is assigned.  

Moreover, it is assumed that each odd operation of the 𝑖-process is carried out by an 

appropriate device(s) moving the workpieces between the buffers of successive machines; 

each operation of the 𝑖-th process is carried out on a machine from the set 𝐷.  

To illustrate the introduced specification of the processes carried out in the example FMS, 

let's consider FMM with the configuration as in Fig. 1.  

 

Fig. 1. Diagram of an example FMM 

Process sequences specifying processes in the considered FMM are given in the 

following forms: 

R2 R1 

B1 

M1 

CV1 CV4 

M2 

B2 

CV3 CV2 
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𝑃𝑅1 = ((𝑅1, 𝑂1), (𝑀1, 𝑂2), (𝑅1, 𝑂3), (𝑀2, 𝑂4), (𝑅2, 𝑂5)),     (1) 

𝑃𝑅2 = ((𝑅1, 𝑂6), (𝑀2, 𝑂7), (𝑅2, 𝑂8), (𝑀1, 𝑂9), (𝑅1, 𝑂10)), 

(𝑅𝑖, 𝑂𝑗) denotes the 𝑗-th operation of the robot 𝑅𝑖 and (𝑀𝑘 , 𝑂𝑗)  the 𝑗-th operation of the 𝑀𝑘 

machine. 

Machines 𝑀1, 𝑀2 are associated with buffers 𝐵1, 𝐵2 assigned to them with appropriate 

capacities: 𝐵𝑃1 = 1, 𝐵𝑃2 = 2. Operation times are given in Table 1. 

Tab. 1. Delivery times  ti for transport operations and processing of process specifications 

(1) calculated in contractual units of time (t.u.) 

 O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 

ti [t.u.] 5 20 5 10 5 10 25 5 10 5 

 

According to the 𝑃𝑅1 specification, the items delivered by the 𝐶𝑉1 feeder are first 

processed on the 𝑀1 machine, then on the 𝑀2. Next, they are stored on the 𝐶𝑉2 feeder. 

According to the 𝑃𝑅2 specification, the items supplied by the 𝐶𝑉3 feeder are processed first 

on the 𝑀2 machine, then on the 𝑀1. Finally, the items are transported to the 𝐶𝑉4 feeder.  

In other words, the example 𝑃𝑅1 specification refers to a process sequence in which the 

R1 robot picks up an object from feeder 𝐶𝑉1 and transfers it to buffer 𝐵1 (from where it  

is automatically transferred to the 𝑀1 machine). After the workpiece is handed over, it is 

processed from the 𝐵1 buffer to the 𝑀1 machine. When the operation on machine 𝑀1 is 

completed, the workpiece is deposited to 𝐵1. The workpiece deposited in 𝐵1 (after pro-

cessing on 𝑀1) is then picked up by the robot 𝑅1 and deposited into buffer 𝐵2 of 𝑀2. After 

the workpiece is handed over, it is processed from the 𝐵2 to the 𝑀2 machine. When the 

operation is completed, the workpiece is deposited in 𝐵2. The workpiece deposited in 𝐵2 

(after processing on 𝑀2) is then picked up by 𝑅2 and deposited on the 𝐶𝑉2 receiver. 

It is worth noting that the presented method of specification of production processes can 

be treated as a task-oriented language of communication between the operator (planner, 

dispatcher) and the DSS he used. In particular, the given specification of the processes can 

lead to unacceptable variants of production flows. In the case under consideration, this 

situation occurs when the first process occupying buffer 𝐵1 is waiting for buffer 𝐵2 to be 

released while the second process occupying buffer 𝐵2 is waiting for buffer 𝐵1 to be released. 

4. PETRI NETS MODELING FRAMEWORK  

To make the paper self-contained, let's enter a set of basic concepts constituting the Petri 

nets framework (Reisig, 1982; Reutenauer, 1988) used in the following two sections. A Petri 

net is formally defined as a six-tuple 𝑃𝑁 = (𝑃, 𝑇, 𝐸, 𝑊, 𝐾, 𝑀0), where:  

 𝑃 = {𝑝1, … , 𝑝𝑛} and 𝑇 = {𝑡1, … , 𝑡𝑚} are the finite non-empty sets of places and 

transitions, such that 𝑃 ∩ 𝑇 = ∅; 

 𝐸 ⊂ (𝑃 × 𝑇) ∪ (𝑇 × 𝑃) is a flow relation, such that the following condition holds 

dom(𝐸) ∪ cod(𝐸) = 𝑃 ∪ 𝑇;  

 𝑊: 𝐸 → 𝑁 is a weight function; the weight of one is assigned to an arc as a default; 

 𝐾: 𝑃 → 𝑁 is a place capacity function;  

 𝑀0: 𝑃 → 𝑁0 is the initial marking, 𝑝 ∈ 𝑃, 𝑀0(𝑝) ≤ 𝐾(𝑝). 
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The Petri net structure is a bipartite graph that comprises a set of places drowned as boxes, 

a set of transitions drowned as bars, and a set of arcs E. Places usually represent some 

conditions or resources. When the place represents a resource, it is assumed that a token in 

it means the machine's readiness to operate. Places may contain tokens that are drowned as 

black dots. Transitions represent events. Transitions transfer tokens from one place to 

another. During this process, called firing t transition, the tokens removed from their input 

places are stored in their output places.  

An example of a reference Petri net model determined by the specifications of the 

production routes of the form (1) is shown in Fig. 2. Places 𝑝1– 𝑝8 model the current 

locations of the moving elements – for example, 𝑝1(𝑝2) corresponds to the location of the 

element waiting in buffer 𝐵1 for machining in the 𝑀1 machine. Places 𝑝9 and 𝑝10 map buffer 

states 𝐵1 and 𝐵2, respectively. The 𝑝11– 𝑝14 sites correspond to the FMM resource states 

(robots and machines). In particular, the 𝑝13 and 𝑝14 sites model the machine standby, 𝑀1 

and 𝑀2, respectively, and the 𝑝11 and 𝑝12 robot standby, 𝑅1 and 𝑅2, respectively. 

 

 

Fig. 2. Petri net-based reference model of FMM from Fig.1 

Transitions 𝑡1, 𝑡3, 𝑡6, and 𝑡10 correspond to the element movement operations carried out 

by the 𝑅1 robot, while the 𝑡5 and 𝑡8 transitions are associated with the 𝑅2 robot operations. 

The 𝑡2 and t9 transitions model the machining operations performed on the 𝑀1 machine, and 

the 𝑡4 and 𝑡5 transitions correspond to the machining operations carried out on the 𝑀2 

machine.   

The state of the Petri net usually called its marking, is defined by the number of tokens 

in each place and is denoted by vector 𝑀 = (𝑀(𝑝1), … , 𝑀(𝑝𝑖), … , 𝑀(𝑝𝑛)), where 𝑛 = ||𝑃||,  
is the cardinality of the set 𝑃. The number and position of tokens may change during the 

execution of a Petri net by firing transitions according to the following rules: 

1. Enabling Rule: A transition t is said to be enabled when the following conditions hold:  

 𝑀(𝑝𝑛) ≥ 𝑊(𝑝, 𝑡), 𝑝 ∈∙ 𝑡, 

 𝑀(𝑝) ≤ 𝐾(𝑝) −  𝑊(𝑝, 𝑡)+ 𝑊(𝑡, 𝑝), 𝑝 ∈∙ 𝑡 ∪ (∙ 𝑡 ∩ 𝑡 ∙), where ∙ 𝑡 = {𝑝|(𝑝, 𝑡) ∈ 𝐸}, 

 𝑡 ∙= {𝑝|(𝑡, 𝑝) ∈ 𝐸}. 

t1 

t10 t8 t6 

t5 t3 

t2 t4 

t7 t9 

P1 P2 P3 P4 

P5 P6 P7 P8 

P9 P10 

P11 

P12 
P11 

P11 

P12 

P13 

P13 P14 

P14 
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2. Firing Rule: An enabled transition t can fire, thus removing 𝑊(𝑝, 𝑡) tokens from each 

input place 𝑝 ∈∙ 𝑡 and placing 𝑊(𝑡, 𝑝) − 𝑊(𝑝, 𝑡) tokens in each output place 𝑝 ∈ 𝑡 ∙.  

The so-called reachability graph is used for the analysis of Petri net models. The graph's 

vertices (modelling states) represent a set 𝑅(𝑀0) of states reachable in this network. For 

example, in Petri net from Fig. 3, the initial state is: 

 

𝑝1 𝑝2 𝑝3 𝑝4 𝑝5 𝑝6 𝑝7 𝑝8 𝑝9 𝑝10 𝑝11 𝑝12 𝑝13 𝑝14

𝑀0 = ( 0 0 0 0 0 0 0 0 0 0 1 1 1 1 )
 

 

because (𝑖 = 1 … 10) (𝑀0(𝑅𝑖) = 0) and ((𝑖 = 11 … 14) (𝑀0(𝑅𝑖) = 1). In this state, two 

transitions 𝑡1 and 𝑡6 are simultaneously enabled. The firing of transitions is random, and 

transitions that do not have common places may fire but not simultaneously. This limitation 

results from the principle of non-simultaneity of events adopted in physics. 

The nodes (or states) of a Petri net's reachability graph represent the net's reachable 

markings. The set of states reachable in the Petri net from its initial marking 𝑀0 is denoted 

as 𝑅(𝑀0). Figure 3 shows the reachability graph of Petri net from Fig. 2.   

 

Fig. 3. The reachability graph of Petri net from Fig. 2. States in bold, i.e. (2,5,9,10,11,12,13,14)  

and ( 1,6,9,10,11,12,13,14) are states that illustrate deadlocks. 

A simplified notation of states can increase the readability of the graph. In the adopted 

notation, we omit the positions taking the value "0" in the sequences specifying the states,  

and the corresponding coordinates are entered in place of the positions taking the value "1". 

In the adopted notation, the state 𝑀0 = (0,0,0,0,0,0,0,0,0,0,1,1,1,1) takes the form:  

𝑴𝟎 = (11,12,13,14).  

(11,12,13,14) 

(1,9,11,12,13,14) (5,10,11,12,13,14) 

(1,5,9,10,11,12,13,14) 

(2,5,9,10,11,12,13,14) (1,6,9,10,11,12,13,1) 

(2,9,11,12,13,14) 

(9,10,11,12,13,11,14) 

(1,3,9,10,11,12,13,14) (4,10,11,12,13,14) 

(2,3,9,10,11,12,13,14) (1,4,9,10,11,12,13,14) 

(2,4,9,10,11,12,13,14) 

(6,10,11,12,13,14) 

(7,9,11,12,13,14) 

(8,9,11,12,13,14) (5,7,9,10,11,12,13,14) 

(5,8,9,10,11,12,13,14) (6,7,9,10,11,12,13,14) 

(6,8,9,10,11,12,13,14) 

t1 t6 

t6 

t6 

t1 

t2 t7 

t2 

t1 

t3 

t4 

t4 

t4 

t2 

t2 

t5 

t5 
t10 

t10 

t7 

t7 

t7 

t8 

t3 

t9 

t9 

t5 t10 
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Besides a reachability graph, the Petri net reachability analysis can be conducted through 

the state equation:  

𝑀′ = 𝑀 + 𝑒(𝑖)𝐶, 

where:  

 𝑒(𝑖) – is a unit row-vector of size 1 × 𝑚, which is zero everywhere, except the 𝑖-th 

component corresponding to the transition 𝑡𝑖 enabled at the marking 𝑀,  

 𝐶 = 𝐶+ − 𝐶− – is the Petri net incidence matrix defined as 𝑛 × 𝑚 matrix of 𝑐𝑖𝑗’s, 

where 𝑚 = ||𝑇|| and 𝑛 = ||𝑃||, and 

 

𝐶+  =  (𝑐𝑖𝑗)𝑛×𝑚, 𝑐𝑖𝑗 = {
𝑊(𝑡𝑖 , 𝑝𝑗) for (𝑡𝑖, 𝑝𝑗) ∈ 𝐸

0 otherwise
 

𝐶−  =  (𝑐𝑖𝑗)𝑛×𝑚, 𝑐𝑖𝑗 = {
𝑊(𝑝𝑗 , 𝑡𝑖) for (𝑝𝑗 , 𝑡𝑖) ∈ 𝐸

0 otherwise
 

 

The incidence matrix (i.e., an algebraic representation) provides a well-suited helpful 

form for the simulation of a net execution. In the case of the 𝐶 matrix, it is easy to determine 

the same space of reachable states, as shown in Fig. 3. 

 
The subject of the analysis of the created Petri net models is decision properties 

commonly addressed in the modelling of manufacturing systems, such as liveness, 

reachability, conservativeness, persistency, and boundedness. Their detailed description can 

be found in (Reisig, 1982; Reutenauer, 1988). The evaluation of prototype model variants 

carried out in this context aims to search for answers, among others, to questions such as: 

Whether the modelled system can reach a specific state as a result of required functional 

behavior? And: Whether a given transition t is live? To answer the first question formulated, 

we must find a transition firing sequence that would transform a marking 𝑀0 to 𝑀𝑖, where 

𝑀𝑖 represents the specific state, and the firing sequence represents the required functional 

behavior. In this context, the paper is devoted to the problem of liveness-enforcing 

supervision in manufacturing systems where deadlocks arising from poor settlements of 

resource conflicts may arise.  

Due to the problem NP-completeness of avoiding deadlocks in systems of concurrently 

executed processes competing in access to shared resources, the existing effective deadlock 

avoidance algorithms are based on sufficient conditions. These algorithms may lead to 

control strategies such that some of the allowable allocations of resources (which do not lead 

to a blockage of the processes using them) are omitted. In other words, using sufficient 

conditions to prevent the formation of blockages does not guarantee the maximum 

permissiveness of the considered class of processes. Therefore, in addition to differing in the 

 𝑅1 𝑅2 𝑅3 𝑃1 𝑃2 

𝑂11 1   1  

𝑂12  1  1  

𝑂23   1  1 

𝑂31 1     

𝑂33   1   

 

 𝑅1 𝑅2 𝑅3 𝑃1 𝑃2 

𝑂11 1     

𝑂12  1    

𝑂23   1 1  

𝑂31 1    1 

𝑂33   1  1 

 

𝐶+ 𝐶− 

𝐶 = 𝐶+ −  𝐶− 
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number of accepted states of resource distribution, algorithms that implement different 

prevention conditions also differ in computational complexity. To sum up, taking into 

account additional information about the structure of concurrently executed processes allows 

one to use alternative methods of resolving resource conflicts dedicated to selected criteria 

for assessing the performance evaluation of the currently considered system. Among the 

most commonly relevant evaluation criteria are the following: degree of resource utilization, 

waiting time of processes for access to resources, flow time, inventory and manufacturing 

costs, makespan, unbalance, tardiness, and others. 

The problem of deadlocks occurrence means that it becomes necessary adopting 

appropriate dispatching priority rules to prevent the deadlocks. In turn, the algorithms 

implementing such an approach are not maximally permissive, however, at the cost of low 

computational complexity (Yang & Hu, 2021). One such "deadlocks prevention" rule 

follows from the observation that the production flows follow the ordered lists of resources, 

indicating the sequences in which resources must be allocated to complete order execution. 

This assumption enables decomposing each production route into zones, where each zone is 

a sequence of sections consisting of shared resources followed by those consisting of 

unshared resources. Shared resources are used by more than one process, while other 

(unshared) resources are used by only one process.  

The adoption of a rule prohibiting the simultaneous use of resources in individual sections 

of shared resources and a rule prohibiting the complete occupation of a zone of resources 

not shared by processes occurring in the subsequent busy section of repeating resources 

prevents the fulfillment of one of the four conditions necessary for the occurrence of a 

deadlock, i.e., the condition of a closed loop of resource requests. These rules guarantee that 

only resources in non-shared resource zones are used, i.e., states allowing all tasks to be 

completed. It is easy to see that leaving resources waiting for processes in such zones avoids 

deadlocks associated with situations in which all resources of all zones are used 

simultaneously (Banaszak, 1992; Claes & Tuyls, 2018; Reutenauer, 1988). 

5. THE METHODOLOGY IMPLEMENTING THE DTDSC CONCEPT 

Assuming that the execution times of individual machining operations and inter-station 

transport operations are known (as in Table 1) and remain unchanged for subsequent 

variants, it is possible to choose the solution that best meets the accepted expectations. In 

the experiments carried out, repeated for different priority selection rules, the same size of 

production batches was adopted. The experiments included planning serial (pipeline) 

production of two products carried out following two priority selection rules: Longest 

Processing Time (LPT) and Shortest Processing Time (SPT). The LPT (SPT) rule organizes 

tasks in the order of reducing (increasing) processing time. This approach means that each 

time a machine is released, the next task started on it is the longest (shortest) of the others 

ready. The LPT rule is most commonly used to determine the minimum cycle of a production 

process, and the SPT rule is used to determine the weighted time of production completion.  

An illustration of the variants of the production flow corresponding to the above rules is 

presented in Fig. 4. The implementation of the LPT rule, compared to the SPT rule, allowed 

to shorten the production tact by 5 t.u. and consequently shorten the production cycle time 

by 20 t.u. It is also easy to see that using the LPT rule reduces the buffer capacity 𝐵2 to 

𝑃𝐵2 = 1. 
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Examples of computer-aided systems solutions enabling a comprehensive approach to 

modeling and assessing the effectiveness of FMS functioning, including flexible assembly 

systems, are presented in the papers (Viswandham & Narahari, 1992). The systems discussed 

there can support the user in the following tasks: 

 design of FMS configuration (layout arrangement, selection, and placement of 

workstations, conveyors, buffers, and others), 

 planning of production carried out in FMS ( in terms of both tact and production cycle, 

as well as efficiency, effectiveness, and productivity). 

Of course, the abovementioned issues do not exhaust all possible applications of similar 

tools based on Petri net models. 

 

               , (                )  – operations of the process set by PR1 (PR2) 

Fig. 4. Gantt diagrams of the given production flow in the accepted production route specification (1) 

carried out according to the rule of the shortest processing time (a) and according to the rule of the 

longest processing time b). 

In the presented context, we notice that any attempt at a more comprehensive approach 

to FMS modeling, allowing for simultaneous analysis of different variants of the 

arrangement of its elements and acceptable scenarios of the flow of production processes 

implemented in them, leads to complex, non-linear problems of multi-criteria optimization. 

The proposed approach overcomes this limitation. Focusing on the resources of the system 

and the processes implemented with their help makes it possible to consider their various 

options but is limited only to feasible solutions. The guarantee that only admissible variants 

of the production flow can be evaluated shortens searching for a solution that meets the set 
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expectations. A diagram of the iterative process of alternating data specification and 

evaluation of their results-oriented toward the search for a variant that meets the required 

evaluation criteria is presented in Fig. 5.  

The idea of the methodology presented in Fig.5, implementing the DTDSC concept, boils 

down to iteratively run stages: planning the FMS configuration and planning the production 

carried out in it, as well as the correction of the production plan implemented. In short, it can 

be reduced to stages: automatic determination of the Petri net model of the considered class 

of processes set in the adopted notation, modification of the model, which boils down to the 

implementation of the mechanism of synchronization of modeled processes (guaranteeing 

their deadlock-free execution), implementation of an arbitrarily chosen method of resolving 

resource conflicts and assessment of the quality indicators implied by it. Consequently, the 

presented methodology provides a robust framework for simultaneous optimization of the 

production facility layout and the production flow scenarios.  

At the first of these stages (elements highlighted in Fig. 5 with a solid line), the layout 

design of the system (in particular, the material handling system) and the order execution 

plan (in particular: the input sequencing the order in which parts of various types are released 

into the system, tact and cycle time, makespan, and production flow schedule) are determined.  

 

Fig. 5. Conceptual framework of the iterative searching process aimed at solution  

following the assumed criteria 
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At the next stage (including elements highlighted by a dashed line), based on the assess-

ment of the adopted quality indicators of the implemented production course, or not the 

correction of the previously adopted plan is made. 

It is worth noting that in the proposed search process, besides modelling control 

procedures coordinating cooperation of workstations, transport and storage equipment as 

well as robots and whole production processes, can also be determined schedules of 

workspaces, tools, waste, and auxiliary fastening devices flows as well as the functioning of 

modelled robots and auxiliary devices used in these processes.  

6.  CONCLUSIONS 

Most of the methods used to model systems and the course of production processes 

carried out in them are based on techniques that implement Petri net formalisms. The advantage 

of this model type is the possibility of using computer simulation techniques to assess 

alternative scenarios of the modeled processes. Unfortunately, a significant shortage of such 

solutions, occurring in most studies of interactions of asynchronously occurring events, is 

associated with the suspension of simulation programs. The approach proposed in our paper 

fills this gap by offering the method of automatic synthesis of network models implementing 

mechanisms that prevent the deadlocks occurrence and consequently prevent the suspension 

of simulation programs. To sum up, our proposal significantly increases the effectiveness of 

appropriate decision support systems used in designing FMS class systems. 

The presented methodology makes it possible to comprehensively cover various tasks of 

design and operation (control and management) of FMS. The proposed approach provides a 

robust framework for simultaneous optimization of the layout of machining centers, 

conveyors, robots, buffers, and the production flow scenario.  

In the general case, it can be implemented in DSSs supporting the operational planning 

of production orders. It can also be used in online batching and routing production orders, 

resource allocation, and task scheduling, among many other applications.  

However, among its more essential shortcomings, one should mention the lack of 

possibility to analyze manufacturing processes, in which flows of workpieces form the 

structure of a partially ordered graph (occurring, for example, in car assembly processes) 

and the lack of possibility to analyze the influence of stochastic disturbances. These issues 

can be addressed in future studies. 
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