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Abstract 

In today’s highly computerized world, data compression is a key issue to minimize the 

costs associated with data storage and transfer. In 2019, more than 70% of the data 

sent over the network were images. This paper analyses the feasibility of using the 

SVD algorithm in image compression and shows that it improves the efficiency of 

JPEG and JPEG2000 compression. Image matrices were decomposed using the SVD 

algorithm before compression. It has also been shown that as the image dimensions 

increase, the fraction of eigenvalues that must be used to reconstruct the image in 

good quality decreases. The study was carried out on a large and diverse set of 

images, more than 2500 images were examined. The results were analyzed based on 

criteria typical for the evaluation of numerical algorithms operating on matrices and 

image compression: compression ratio, size of compressed file, MSE, number of bad 

pixels, complexity, numerical stability, easiness of implementation.. 

 

1. INTRODUCTION 

The problem of data compression is a major one these days: as the capabilities of 

computing machines increase, so does the amount of data that is collected and processed. 

For example, the images are showcases for websites that will or will not attract a customer 

to take a look at the offer presented. Not only the good quality of the images displayed, but 

also the time it takes for them to load must be taken into account. It is therefore natural to 

be concerned with reducing the size of stored files, which has a significant impact on file 

transfer times. Many publications have been made on data compression. This topic is 

repeatedly discussed at scientific conferences (Jackson & Hannah, 1993; Jinchuang, Yan  

& Wenli, 2009; Nasri et al., 2010; Xiao et al., 2011) and in publications (Gandhi, Patel  

& Prajapati, 2015; Hoffman, 1997; Pu, 2005; Salomon, Motta & Bryant, 2007; Short, 

Manohar & Tilton, 1994; Shukla & Prasad, 2011; Wayner, 1999).  
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Research conducted in 2018 shows that the ratio of images to all data transmitted over 

the network has been growing rapidly over recent years, with over 70% of data transmitted 

over the network in 2019 being images (Chen et al., 2020; Karwowski, 2019). A literature 

survey was conducted to determine the current state of knowledge on the topic of image 

compression and data compression in general. This has made it possible to identify image 

compression problems that have not yet been sufficiently researched, implemented or 

described. Such an issue is, among others, the possibility of using the matrix singular value 

decomposition (SVD) algorithm for image file compression, hence the author's desire to do 

research in this field. 

There are publications indicating the expediency of such a solution (Cao, 2006; Compton 

& Ernstberger, 2020; Swathi et al., 2017), however, they are superficial, conducted on 

single images, without studying the real impact of SVD application on compression ratio, 

so those publications do not fully cover the subject. The main purpose of image 

compression is to reduce the space required for image storage so it is possible to minimize 

the amount of hardware needed to store images, which ultimately means a significant 

decrease in expenditure on storage of such data (Pratt, Kane & Andrews, 1969; Shih et al., 

2012). It is also worth mentioning that thanks to smaller file size, the time needed for its 

transmission is reduced, meaning less bandwidth used which, of course, also reduces costs 

while increasing productivity. It is the standard now to store in databases and transmit 

compressed images. The most popular formats used today for image compression are: 

JPEG, PNG, GIF and TIFF used to exchange files between applications or computer 

platforms (Karwowski, 2019). Less commonly used image file compression methods are 

for example: PIXAR, HEIF, JBIG, PCX, PGF, XPM, EXIF, JPEG XL, JFIF, WEBP or 

WBMP (Miano, 1999; Murray & VanRyper, 1996).  

Data compression is the process of encoding, restructuring or otherwise modifying data to 

reduce its size. Essentially it involves re-encoding information using fewer bits than its original 

representation (Hoffman, 2012; Sayood, 2022). An image can be defined as a discrete 

function that assigns to the coordinates of a pixel its color (and in some image file formats, 

also an alpha channel, defining transparency). Each pixel can have a different color than all 

the others. If an exact reproduction of the original image is to be achieved, a certain 

minimum amount of information has to be stored. Finding this minimum is the task of 

lossless compression (Arps & Truong, 1994; Gong et al., 2018). Lossless compression is 

used wherever there is a need for an exact reproduction of the original data. However, 

there is not always a need for perfect image reconstruction, because man does not have a 

perfect sight organ. Data that cannot be seen by humans can be omitted from a digital 

image recording.  

Lossy compression is based on this assumption. In the literature (Mammeri, Hadjou  

& Khoumsi, 2012; Nixon & Aguado, 2019; What’s the difference between ‘visually 

lossless’ and real lossless and what does this mean for future encodes?, n.d.) it is possible 

to come across the concept of visually lossless compression, it means de facto lossy 

compression, in which the differences of the compressed image in relation to the original 

image are negligible in visual assessment. One of the most significant factors affecting 

compression is the presence of redundancy in the data (Davies, 2017; Lu & Guo, 2016; 

Parekh, 2021). Redundancy can be related to coding (using fewer codewords than the 

optimal number causes coding redundancy), prediction of pixel values based on the values 

of all neighboring pixels. Visual redundancy, on the other hand, is related to the fact that 
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the human eye cannot process every frequency band. The pixels in the screen are in a grid 

form, so the image can be represented as a matrix of data.  

Singular value decomposition (SVD) allows to approximate a data set with a large 

number of dimensions by reduced to the minimum number of dimensions (Dumka et al., 

2020). By applying the decomposition to the matrix representing the image, redundancy 

can be used to the maximum extent: only the repeating part can be eliminated, so that the 

integrity of the image as a whole remains unchanged. The main objective of the paper is a 

comprehensive analysis of the possibility of using the matrix decomposition algorithm on 

singular values in image compression. The author has put forward the following research 

hypotheses: 

The application of the SVD algorithm on the image matrix increases the efficiency of 

its compression by the JPEG2000 method. Applying the SVD algorithm on the image 

matrix increases the efficiency of its compression by the JPEG method. As the image 

dimension increases, the fraction of eigenvalues used for good quality image recon-

struction decreases. 

2. MATERIALS AND METHODS 

2.1.  Data 

The data used to test the image compression algorithms are 2561 image files in the two 

most popular formats, specific to data containing image information: .BMP and .JPG. Most 

of the collected files are images obtained from Wikipedia under the Creative Commons 

license. Other images used for testing come from the author's private collection and 

include photos taken with different equipment and of different quality, screenshots, and 

digital art. Among the collected data there are binary images, monochromatic, as well as 

color images of different sizes. The color images vary, some are stored in high color 

palette. Most, however, are stored in true color with 24-bit depth, where each pixel is 

stored in 3 bytes. This is currently the most commonly used color depth. The smallest 

image is 100×67 pixels, meaning it contains information about 6700 pixels. Its size in 

.BMP format is 20154 bytes. The largest image examined has dimensions of 10200× 

14039 pixels, containing information on more than 143 million pixels. The size of this 

image in .BMP format is 429 593 538 bytes. The compressed images are stored in two 

formats: .JPG and .JP2. The .JP2 extension, now rather rarely used, is a file format that has 

been compressed using the JPEG2000 method. This method allows both lossy and lossless 

compression (skipping the quantization step). .JP2 files are therefore larger than .JPG files.  

2.2. SVD 

Singular Value Decomposition is a factorization of the matrix 𝐴 into three special 

matrices such that: 𝐴 = 𝑈 ⋅ 𝛴 ⋅ 𝑉𝑇 is usually used to reduce the dimension of the original 

data (Britanak, Yip & Rao, 2007; Jankowska & Jankowski, 1988; Kostrikin, 2004). The 

SVD can be applied to image and signal processing or robotics. It is useful wherever there 

is a need to reduce the dimension of the original data: in statistics, in geographic data 

inversion, or in approximation theory. Theoretically, it can be applied to the calculation of 

inverse matrices (although there are better algorithms) (Cormen et al., 2005). The SVD 
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decomposition is sometimes used in statistics for factor analysis, more specifically as an 

alternative to PCA (Principal Component Analysis) (Stewart, 2001). There are publications 

confirming he possibility of using SVD decomposition in Big Data (Wayner, 1999; 

Dhawan, 2011). The algorithm for finding SVD involves: computing 𝐴 ⋅ 𝐴𝑇, finding the 

eigenvalues of 𝐴 ⋅ 𝐴𝑇, square rooting it and placing  the diagonal 𝛴. The matrices 𝑈 and 𝑉 

are calculated from the normalized eigenvectors of the matrices 𝐴 ⋅ 𝐴𝑇 and 𝐴𝑇 ⋅ 𝐴 

respectively. 

2.3. JPEG 

Generally, a JPEG file can be encoded in various ways. The encoding process usually 

involves several steps as shown in Fig. 1. The most interesting step is the application of the 

DCT (Discrete Cosine Transform). The individual pixel values are replaced by an average 

value within the block and an average that determines the frequencies of change within the 

block, both averages are expressed as floating point numbers, so although the DCT 

transform is reversible, some information is lost due to a fair amount of rounding. The 

DCT increases the number of bits needed to store the pixel data because the DCT 

coefficients are floating point numbers that take up more space in the computer's memory 

(up to 16 bits instead of the standard 8, the number of bits depends on the accuracy of the 

DCT calculation). Such a temporary size increase is not a problem in most JPEG 

implementations, because usually only a small part of the image is stored in the full DCT 

form. The next step - quantization reduces these values back to 8 bits.  

 

 

Fig. 1. JPEG codec example 
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2.4. JPEG2000 

JPEG2000 is an image compression standard and encoding system developed in 2000 

by the JPEG committee. Files using JPEG2000 are saved in the .jp2 format. It was 

originally intended to replace the previously used JPEG standard, but sluggishness of 

digital camera manufacturers, as well as web application developers (they didn't want to 

use the standard until it became more widespread) halted the development of JPEG2000 

(Tanwar, Ramani & Tyagi, 2018).  

 
Fig. 2. Figure illustrating the idea of DWT operation on an image matrix 

As a result, .JP2 is one of the less popular image formats. JPEG2000 is more flexible 

than JPEG because it allows both lossy and lossless compression. However,  lossless com-

pression is less efficient because it takes up more disk space. The individual compression 

steps of the JPEG2000 method are very similar to those of the JPEG method. The most 

significant difference is the use of DWT (Discrete Wavelet Transform) instead of DCT. 

JPEG2000 uses two types of wavelet transform. For lossless compression it is CDF 

(Cohen-Daubechies-Feauveau) 5⁄3 wavelet, for lossy it is CDF 9⁄7 wavelet. CDF filters 

built on the basis of the lifting scheme allow reversible integer transforms to be designed 

using biorthogonal wavelet coefficients. In this way, the error occurring in the image 

reconstruction is negligible and the results of the transformations are close to operations 

performed on a set of real numbers. 

The idea of the DWT is well presented in Fig. 2. The original image is described by  

a binary function: as f(m,n), where m is responsible for the horizontal dimension, and n is 

for the vertical. Functions f ̃(m) and g ̃(m) are actually low-pass and high-pass filters. Thus, 

it is apparent that the image function is first filtered, and then followed by decimation, 

which is the halving of the horizontal dimension. Further on, both components of the image 
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are filtered again and then vertical decimation takes place. The resulting components are in  

a child-parent relationship with the output image. In the next step, this action is performed 

on the part containing the most information, that is, the upper left corner. Usually no more 

than 10 layers are created in this way. 

In the images: Fig. 4, Fig. 4, Fig. 6 the effect of applying the discrete wavelet transform 

to the duck image can be observed. The color transformation was omitted in DWT 

implementation. The DWT was calculated based on RGB components and the image 

composed of individual blocks was saved to a new file. The image shows that most of the 

information about the image is in the top left block. The other blocks are almost black, 

containing trace amounts of information. 

 

Fig. 4. Original image 

 

Fig. 5. Image after using first level DWT 
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Fig. 6. Image after using second level DWT 

Tab. 1. Summary of compression parameters on example images using methods: JPEG, JPEG2000 

Rorig 

[B] 
Width Height 

RJPEG 

[B] 

kJPEG  

[%] 

RJP2  

[B] 

kJP2  

[%] 

RJP2L  

[B] 

kJP2L 

[%] 

15116598 2592 1944 940098  93.78  8066550  46.64  8605524  43.07  

180054 300 200 16278  90.96  121873  32.31  125334  30.39  

204534 320 213 25953  87.31  165910  18.88  167198  18.25  

24860214 3840 2158 710875  97.14  5180921  79.16  7327314  70.53  

720054 600 400 58383  91.89  471683  34.49  486422  32.45  

921654 640 480 113024  87.74  733174  20.45  738477  19.87  

819894 640 427 95444  88.36  628631  23.33  637605  22.23  

1255254 697 600 57546  95.42  500026  60.17  581918  53.64  

1279254 800 533 73059  94.29  502030  60.76  591067  53.80  

1279254 800 533 147850  88.44  980861  23.33  994869  22.23  

499554 500 333 36821  92.63  243678  51.22  275048  44.94  

13517454 2600 1733 339097  97.49  3039933  77.51  4120015  69.52  

156006 228 228 10778  93.09  75535  51.58  83638  46.39  

23887926 2304 3456 329120  98.62  3556418  85.11  5854096  75.49  

5992758 1632 1224 191748  96.80  1702784  71.59  2188998  63.47  

4316454 1598 900 153640  96.44  1062431  75.39  1341009  68.93  

 

In the literature e.g. (Anutam & Rajni, 2014), as well as on Adobe's (Bovik, 2009) 

website, one can find the information that lossy JPEG2000 allows compressing the image 

up to two times better than regular JPEG with the same compressed image parameters. 

This is not true, as shown in Tab. 1. 
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2.5. MSE 

𝑀𝑆𝐸 =
∑ ∑ ∑ [𝑉𝑂

𝑘(𝑖, 𝑗) − 𝑉𝑆
𝑘(𝑖, 𝑗)]

2
 𝑘∈{𝑅,𝐺,𝐵}

𝑁−1
𝑗=0

𝑀−1
𝑖=0

3 ⋅ 𝑀 ⋅ 𝑁
    (1) 

 

 MSE was calculated according to the formula (1), where M is width of image (number 

of pixels), N is height of image (number of pixels), 𝑉𝑂
𝑘 the value of the k-th color 

component of the pixel lying at the position with coordinates (i, j) in the original image, 𝑉𝑆
𝑘 

the value of the k-th color component of the pixel lying at the position with coordinates (i, 

j) in the compressed image. 

2.6. Compression methods tested and verification of the result 

The Fig. 6 diagram illustrates the results verification procedure. Each bitmap has been 

compressed using JPEG and JPEG 2000 methods with and without SVD algorithm.  

The comparison shown in the diagram refers to an image which was SVD processed 

prior to compression and one for which no SVD was used. The size of the JPEG-compressed 

image was compared with that of the previously SVD-applied image (same for JPEG2000 

and SVD+JPEG2000).  

The statistical analysis summary of the comparisons for the JPEG and SVD+JPEG 

methods is included in section 3.1, for JPEG2000 and SVD+JPEG2000 in section 3.2. 

Conclusions are provided in chapter 4. 

Fig. 7. Diagram showing the idea of proceeding with the verification of results 
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2.7. Compression evaluation criteria 

Tab. 2. Compression evaluation criteria 

 
JPEG SVD+JPEG JPEG2000 

SVD+JPEG

2000 

Lossless compression No No Yes No 

Lossy compression Yes Yes Yes Yes 

Flexibility Low High High Very high 

Pessimistic time complexity O(n2) O(n3) O(n2) O(n3) 

Expected time complexity O(n log(n)) O(n3) O(n log(n)) O(n3) 

Memory complexity O(n log(n)) O(n2) O(n log(n)) O(n2) 

Ease of implementation(Python) Easy Medium Easy Medium 

It is not necessary to run the program to determine the above criteria. They result 

directly from the properties of the individual algorithms. Detailed analyses have been 

carried out to measure file size, compression ratio or to determine the MSE. The results 

will be presented in the subsequent section. 

2.8. Hardware & Software 

  Tab. 3. Parameters of the equipment used to conduct the tests 

Processor AMD Ryzen 7 4800H with Radeon Graphics 

Clock signal 2.90 GHz 

Number of cores 8 

Logic processors 16 

Installed RAM 32.0 GB 

GPU 1 NVIDIA GeForce GTX 1650 

GPU 2 AMD Radeon (TM) Graphics 

Operating system type 64-bit operating system, processor x64 

Version of Operating System Windows 11 Home 21H2 

The important factor affecting the time of the calculations is the hardware parameters 

on which they are performed. In this case it was a Lenovo Legion 5 15ARH05 laptop with 

the parameters as shown in   Tab. 3. 

The second important factor is the version of the programming language used to create 

the image compression application: Python version 3.10. 

2.9. Statistical methods used to test the hypotheses 

To test the hypothesis whether the use of the SVD algorithm significantly affects the 

efficiency of the JPEG method, a group of 2561 different images were compressed using 

the methods: JPEG and SVD+JPEG. For each image, the size of the file after compression 

was measured for both methods. Two equinumerous series of data were obtained, which 
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were naturally combined into pairs. Then, for each of them, the one-sided Wilcoxon test 

for pairs of observations with alternative hypothesis “less” was carried out at a fixed 

significance level of α = 0.05. The demonstration of the impact of the SVD algorithm on 

the efficiency of the JPEG2000 method was carried out in a similar way. The tests were 

performed in the RStudio environment (R version 4.2.0 – Vigorous Calisthenics). 

In order to check whether the fraction of eigenvalues required to reconstruct the image 

in good quality decreases as the image dimension increases, the image matrix was 

decomposed using the SVD algorithm. The image was then reconstructed a hundred times 

using successively 1%, 2%, ..., 100% of the found eigenvalues of the image matrix. The 

desired level of image quality was determined based on the MSE. For each compressed 

image, the MSE value was calculated for each fraction of the eigenvalues. The image with 

the MSE parameter closest to the determined MSE <= 0.5 was selected. In this way, 

coordinates of the points were obtained: fraction of specific eigenvalues used for 

reconstruction, minimum of width and height of the image, which were plotted on a graph. 

This study was performed on a group of 50 randomly selected images in .BMP format. The 

graph was generated in a Python program using matplotlib library. 

3. RESULTS 

The following images were created by compressing the original image using different 

eigenvalue fractions. The fraction of eigenvalues used to reconstruct them and their sizes 

after compression are shown above the individual compressed images. 

Fig. 8 presents result of compression small image, 100×67 pixels. Only a small part of 

the results of the tests performed are included in Tab. 4. 

Fig. 9 shows the result of compression performed on a medium image. Fig. 9 presented 

MSE depending on the value of the image’s compression ratio. 

 

Fig. 8. Image compression using eigenvalue fractions: 5–30%. Information about the original image: 

dimension: 100×67, file size .BMP: 20 154 B 
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Tab. 4.  Example results of compressing a .BMP image into .JPG format using SVD and different 

eigenvalue fractions 

k n 

Time of 

compression 

[μs] 

Size of 

compress

ed file [B] 

Avg 

number of 

bad pixels 

Max 

number of 

bad pixels 

MSE 
Compression 

[%] 

0.01 1  39126.7000 1498  72.1179  300.0582  916.2527 92.57 

0.05 3  31761.8000 1811  54.0602  242.9183  533.8225 91.01 

0.10 7  28343.7000 2047  36.3769  215.8520  243.0560 89.84 

0.15 10 30138.7000 2200 29.3871 177.6175 158.9510 89.08 

0.20 13  28359.3000 2308  24.2515  152.8387  107.5304 88.55 

0.25 17 26359.9000 2437 19.4205 120.2190 69.0755 87.91 

0.30 20  26305.8000 2512  16.8861  100.7209  52.1632 87.54 

0.35 23 27013.5000 2561 14.7831 78.0716 39.5877 87.29 

0.40 27  26235.9000 2625  12.2134  64.1442  27.0916 86.98 

0.50 34  26323.1000 2721  8.5490  46.4939  13.2923 86.50 

0.60 40  33556.9000 2773  5.8081  35.4037  6.2488 86.24 

0.70 47  27329.6000 2804  3.4723  23.3793  2.2468 86.09 

0.80 54  32545.1000 2810  1.6939  11.7402  0.5417 86.06 

0.90 60  27339.0000 2806  0.6080  4.1410  0.0787 86.08 

0.95 64 33509.5000 2811 0.1766 1.7116 0.0092 86.05 

1.00 67  33555.9000 2809  0.0000  0.0000  0.0000 86.06 

 

 

Fig. 9. Image compression using eigenvalue fractions: 1-6%. Information about the original image: 

dimension: 960×1081, file size .JPG: 243 728 B 
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Fig. 10. MSE depending on the value of the compression ratio using SVD+JPEG  

for image showed on figure 8 

3.1. Applying the SVD algorithm on the image matrix increases the efficiency of its 

compression by the JPEG method 

Null hypothesis: The size of the SVD+JPEG compressed file is larger than the size of 

the same JPEG compressed file. 

Alternative hypothesis: The size of the file compressed by SVD+JPEG method is 

smaller than the size of the same file compressed by JPEG method. 

The result of Wilcoxon signed rank test with continuity correction: 

data: size$SVDJPG and size$JPG, V = 111090, p-value < 2.2e-16. 

The p-value is less than the set significance level, so the null hypothesis should be 

rejected in favour of the alternative hypothesis: The size of the file compressed with the 

SVD+JPEG method is smaller than the size of the same file compressed with the JPEG 

method. 

3.2. The application of the SVD algorithm on the image matrix increases  

the efficiency of its compression by the JPEG2000 method 

Null hypothesis: The file size compressed by the SVD+JPEG2000 method is larger than 

the size of the same file compressed by the JPEG2000 method. 

Alternative hypothesis: The size of the file compressed by the SVD+JPEG2000 method 

is smaller than the size of the same file compressed by the JPEG2000 method. 

The result of Wilcoxon signed rank test with continuity correction: 

data: size$SVDJPG2000 and size$JPG2000, V = 81092, p-value < 2.2e-16. 

The p-value is less than the established significance level, so the null hypothesis should 

be rejected in favour of the alternative hypothesis: The size of the file compressed by 

SVD+JPEG2000 is smaller than the size of the same file compressed by JPEG2000. 
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Fig. 11. Fraction of eigenvalues to be used for image reconstruction based on minimum of height  

and width, with fixed MSE <= 0.5 

As the image dimension increases, the fraction of eigenvalues to be used for good 

quality image reconstruction decreases. 

4. CONCLUSIONS 

In conclusion, this paper analyses the possibility of using SVD matrix decomposition in 

image compression and discusses the performance, strengths and weaknesses of the JPEG 

and JPEG2000 algorithms. The analysis performed confirmed the accuracy of the hypoth-

eses. It can therefore be concluded that the use of the SVD algorithm before compression 

with the JPEG and JPEG2000 methods significantly reduces the size of the output file.  

As presented on Fig. 8, Fig. 9 and Fig. 11, the fraction of eigenvalues to be used for image 

reconstruction, based on image size, decreases with the increase of dimension of image. 

Minimum of height and width was taken to show that relation, because it determines total 

number of eigenvalues, which is the same as total number of singular values of image 

matrix. Summarizing, JPEG is based on DCT, while JPEG2000 on DWT. In the authors 

opinion, the full potential of using the SVD algorithm in image compression would only be 

explored when creating a new standard for image file compression, in which SVD 

decomposition of image matrices would be one of the compression steps. In order to 

investigate the full power of SVD it would be necessary to write a custom image 

compressor. 
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