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Abstract 

Classification plays a critical role in machine learning (ML) systems for processing 

images, text and high -dimensional data. Predicting class labels from training data is 

the primary goal of classification. An optimal model for a particular classification 

problem is chosen based on the model's performance and execution time. This paper 

compares and analyzes the performance of basic as well as ensemble classifiers 

utilizing 10-fold cross validation and also discusses their essential concepts, advantages, 

and disadvantages. In this study five basic classifiers namely Naïve Bayes (NB), Multi-

layer Perceptron (MLP), Support Vector Machine (SVM), Decision Tree (DT), and 

Random Forest (RF) and the ensemble of all the five classifiers along with few more 

combinations are compared with five University of California Irvine (UCI) ML Repository 

datasets and a Diabetes Health Indicators dataset from Kaggle repository. To analyze 

and compare the performance of classifiers, evaluation metrics like Accuracy, Recall, 

Precision, Area Under Curve (AUC) and F-Score are used. Experimental results 

showed that SVM performs best on two out of the six datasets (Diabetes Health 

Indicators and waveform), RF performs best for Arrhythmia, Sonar, Tic-tac-toe datasets, 

and the best ensemble combination is found to be DT+SVM+RF on Ionosphere dataset 

having respective accuracies 72.58%, 90.38%, 81.63%, 73.59%, 94.78% and 94.01%. 

The proposed ensemble combinations outperformed the conventional models for few 

datasets. 

1. INTRODUCTION  

Machine Learning is having a significant impact on a wide variety of applications, including 

text comprehension, image, speech recognition, health care, anomaly detection and more.  

An ML algorithm receives a set of data known as training data as input. It looks for patterns 

in the input data and trains the model to produce predicted outputs (target) (Pugliese et al., 

2021). Once the ML model is trained, it provides the output for the new test data. The goal 

or label is the value that the ML model must predict. A labeled dataset contains number of 

samples and features of data, along with a class label that is required for model building.  

ML provides a variety of classification techniques for predicting class labels. 
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The task of classification is to learn a function (F) also called the target function, that 

associates each of the sets of attributes X = {X1, X2, X3,,,., Xn} with an associated class (Y). 

The ML model and its parameters, as well as the features extracted and chosen as inputs, all 

play a major role in the classification performance (Alshayeji et al., 2022). It can be difficult 

to choose the appropriate classification algorithm among the basic as well as ensemble 

classifiers available. The classifier is determined on the basis of data sets and desired 

outcomes. In this paper, the performance of basic supervised machine learning classifiers 

such as NB, SVM, MLP, DT, and RF as well as heterogeneous ensemble classifiers is 

evaluated on five UCI datasets and a Diabetes Health Indicator dataset from Kaggle. Each 

of the basic as well as ensemble classifier’s performances with each dataset is calculated 

using metrics such as accuracy, recall, precision, f-score, and AUC. 

The remaining part of this paper is organized as follows: A summary of the relevant 

literature is given in Section 2. Section 3 describes the different classifiers employed and 

discusses their advantages and disadvantages. Section 4 discusses ensemble methods and 

their classification techniques. Section 5 describes the methodology. Section 6 represents 

the results and discussion. And finally, the conclusion of the paper is given in Section 7. 

2. LITERATURE REVIEW  

Machine Learning is a broad area in AI that studies how to construct learning-capable 

systems (Ganie & Malik, 2022). Research in ML focuses on the construction of accurate and 

efficient classifiers for large databases. In (Ma et al., 2020) authors have compared NB and 

SVM to classify whether an email is spam or a ham based on the content of the email, and 

the results showed that as the size of the training data increased, the accuracy of both 

classifiers also increased, but SVM showed higher accuracy. To prevent the cognitive 

inabilities and predict early prediction of Alzheimer’s in elderly people, the paper (Revathi 

et al., 2022) proposed a two-stage classification with SVM (86%) and RF (71%), first with 

the diabetes and hypertension symptoms, and then applied multinomial logistic regression 

(89%) to the results of cognitive ability test and classified the risk as "No Alzheimer", 

"Uncertain Alzheimer’s" and "Definite Alzheimer’s". A comparison of different models in 

classification, data mining, ML, and deep learning for the prediction of Cardio-vascular 

diseases (CVD) in (Swathy & Saruladha, 2021) using 3-fold cross-validation and different 

datasets and tools used for CVD prediction are explored. 

For the classification of breast cancer utilizing the Wisconsin breast cancer dataset 

(WBCD) and the Wisconsin diagnostic breast cancer dataset (WDBC), an ANN model with 

one hidden layer was employed in (Alshayeji et al., 2022) and had an average accuracy of 

99.85% for WBCD and 99.47 % for WDBC. In (Kilincer et al., 2021), the authors performed 

a detailed classification on different Intrusion Detection datasets, using different classification 

algorithms like SVM, KNN, DT algorithms and evaluated the performance of max-min normal-

ization using cross validation with 10 folds. The results obtained showed that DT is more 

successful ranging from 99% to 100% than the remaining classifiers used for all the datasets. 

Another approach in (Mohamed, 2017) compared four ML techniques Decision Tree, 

KNN, ANN and SVM on German Credit Data and resulted in 70-75% of performance and 

concluded that there is no particular classifier that can satisfy all the criteria. Using the KNN 

classification technique, a model capable of automatically recognizing iris species is 

developed in (Thirunavukkarasu et al., 2018) with 100 % accuracy for two classes and a 4% 
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error rate for one class in the iris dataset. DT and ANN algorithms outperform other 

algorithms by 91.45% and 91.17%, respectively, in a comparative study conducted by the 

on an ionosphere dataset using five different classification algorithms, including Naive 

Bayes, SVM, ANN, K-NN, and J48. 

However, most of the current research on classification is being done by using ensemble 

methods to improve the performance of base classifiers. These methods can be classified 

into homogeneous (combining similar classifiers-Bagging and Adaboost (AB) and hetero-

geneous methods (combining different classifiers-Stacking). The authors of a recent study 

(Alshdaifat et al., 2021) reduced the basic classifiers with low performance such that only 

the best classifiers remain in the ensemble by considering AUC to determine the efficacy of 

a classifier. An intelligent ensemble of auto ML system using greedy approach was proposed 

in (Consuegra-ayala et al., 2022) to select the base models and produced more generalized 

results than the basic models. New ensemble-based framework, RF, Bagged Decision Tree 

(BDT), and Extra Tree (ET) with Bagging method and AB, Stochastic Gradient Boosting 

(SGB) with Boosting method and finally LR, SVM, DT with voting method has been used 

to predict diabetes along with k-fold cross validation (Ganie & Malik, 2022) and achieved 

an accuracy of 99.41% with bagged DT. An ensemble learning method using a stacking 

algorithm with MLP, RF as base classifiers and LR as meta classifier is proposed in (Yakut 

& Bolat, 2022) along with feature extraction and achieved 99.8% and 99.2% for category 

and patient based arrhythmic heartbeat classification datasets, respectively. 

From the literature review it is evident that most of the researchers have applied either 

the basic classification algorithms or homogeneous ensemble classifiers. However, this 

paper investigates the performance of heterogeneous ensemble classifiers on different 

datasets to show the robustness of the ensemble classifiers. The ensemble classifiers can 

enhance the strengths of basic classifiers by potentially overcoming the weaknesses of basic 

classifiers as each basic classifier has its own biases and strengths. 

3. CLASSIFICATION 

Classification refers to any situation in which a class label must be predicted from given 

data. The objective is to generalize known structures for application to new data. Fig. 1 

illustrates the basic concept of a classification algorithm. Based on the classes present in the 

data used, classification can be categorized as follows: 

Binary Classification 

This classification divides input data into one of two groups. Commonly, one of the 

classes represents a ‘normal/desired’ state, while the other represents an ‘abnormal/undesired’ 

state. 

Multi-Class Classification 

The data set is classified into one of several possible classes in multi-class classification. 

A multi-class algorithm, as opposed to a binary classification, is trained with data that can 

be classified into one out of several possible classes. 

Multi-label Classification 

In contrast to binary and multi-class classification, where the outcome belongs to only 

one class, the multi-label output relates to one or more classes. As a result, the same input 

data may be classified into multiple classes.  
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Fig. 1. Basic concept of a classification 

3.1.  Supervised Learning 

The vast majority of actual applications of machine learning make use of supervised 

learning. In supervised learning, an algorithm learns the mapping function Y = f(X) from 

input to output Y with input and output variables (X, Y). In order to produce predictions, an 

algorithm is trained on a known dataset (the training dataset) using a known set of inputs 

(referred to as features) and known responses (targets). Input data is labeled to match desired 

outputs or response values, and this forms the basis of the training dataset. For each new 

dataset, supervised learning builds an algorithmic model by detecting correlations between 

features and target. The goal of this study is to uncover major trends in the performance and 

application of several supervised machine learning algorithms on various datasets. Based on 

the characteristics of our dataset, we selected a subset of the available ML classification 

approaches.  

3.1.1. Naïve Bayes 

The NB classifier works on the basis of Bayes rule, in which the conditional 

independence of the constituent features of X= X1, X2,..., Xn, with regard to one another 

given the outcome Y ={Y1, Y2,…., Yk} (Wade et al., 2017). The Bayes rule can be given as: 

𝑃(𝑌|𝑋) =
𝑃(𝑋|𝑌)∗ 𝑃(𝑌)

𝑃(𝑋)
          (1) 

Where, Y is the occurrence for which we wish to determine the probability, and X is the 

new data that is associated to Y. P(Y|X) = posterior probability, which we are attempting to 

figure out. P(X|Y) = likelihood, which is the probability of discovering new evidence with 

the given initial hypothesis. P(Y) = prior, which is the probability of our hypothesis in the 

absence of further prior information. P(X) = marginal likelihood, is the total probability of 

observing the evidence. 

Bayes Theorem and the premise of independent predictors are the foundations of this 

classifier. There are many variants of NB classifier. First is the Bernouli’s NB which is used 

for binary data, second is Multinomial NB to classify text data in applications like Natural 

Language Processing (NLP) and the third is Gaussian NB for data with continuous values. 

In this paper Gaussian NB is used which can be formulated as shown in equation (2) where 

σ2 and μ are standard deviation and mean respectively.  The NB classifier is easy to develop 

and useful for extremely big data sets. 
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𝑃(𝑋 = 𝑥𝑖|𝑌 = 𝑦𝑘) =  (2𝜋𝜎𝑦𝑘
2 )

−1
2⁄

exp (
(𝜇𝑦𝑘

−𝑥𝑖)
2

2𝜎𝑦𝑘
2 )     (2) 

The advantages of NB classifier are as follows: a huge dataset can benefit from the 

simplicity and efficiency of predicting the class of a test set. When the assumption of 

independence is true, a Naive Bayes classifier improves the performance over other models 

and requires less training data. It shows better performance with categorical input data than 

numerical input data. Numerical variables are assumed to have a normal distribution (bell 

curve, which is a strong assumption). In addition, it can also be used to address binary and 

multi-class classification issues (Uddin et al., 2019). It can work with both discrete and 

continuous data and can make probabilistic predictions. However, NB classifier has some 

disadvantages. These are: the model will assign 0 (zero) probability and be unable to predict 

if a categorical variable in the test data set has a category that isn't present in the training 

data set. Naive Bayes assumes that the features are independent. In real life, this is rare. 

Although NB learns quickly and efficiently, it might be highly biased if the training set is 

not optimal.  

3.1.2. Support vector Machine 

In the year 1963, Alexey Y. Chervonenkis and Vladimir N. Vapnik (Farhat, 1992) 

developed SVM which can classify linear data as well as non-linear data. Each sample of 

linear data with n features is first viewed as an n-dimensional feature space. Finding the 

hyperplane that separates the data into two groups will enhance the marginal distance 

between the classes while reducing the probability of classification error. The hyperplane 

with the maximum marginal distance is represented in Fig. 2(a) in 2-dimensional feature 

space and Fig. 2(b) represents the same in 3-dimensional feature space. If non-linear data is 

to be classified then SVM uses a special feature called the kernel function, a problem that 

can be expressed as the quadratic programming problem (Qian et al., 2021), in which a 

lower-dimensional input space is transformed into a higher-dimensional input space which 

can be given as:  

𝑚𝑖𝑛
𝑤,𝑏,𝜀

 
‖ 𝑤 ‖2

2
 + 𝐶 ∑ 𝜀𝑖

𝑛
𝑖=1           (3) 

where w is the hyperplane's normal to optimal decision, bias term b, and the distance of a 

hyperplane from its origin can be expressed as 
𝑏

‖𝑤‖
  , balance between margin and training 

error is achieved by setting the regularization parameter C > 0, and training cases can be 

misclassified when using Ɛi’s as weak variables. The kernel function chosen has a direct 

impact on the optimal solution of the problem. There are several extensions of SVM which 

allow to solve multiclass classification problems as well as detection of important features 

(Baumann et al., 2019). The Gaussian kernel function is usually considered. In this study a 

standard SVM is considered with linear function to compare with other classification 

models. The robustness of SVM lies in its advantages, which can be given as follows: it 

functions extremely well with a good margin of separation. It's a good fit for environments 

with high dimensions. SVM is more advantageous when the attributes are more than the 

samples. Suitable for balanced datasets. However, it has some disadvantages such as, it 
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performs poorly when dealing with large data sets, since it requires more time to train. When 

the data contains more noise, such as target classes that overlap, it performs poorly (Rezvani 

& Wang, 2022). Cannot perform well for imbalanced datasets. 

 

 
a)                                                                                   b) 

Fig. 2. Optimal hyperplane: a) in 2D feature space; b) in 3D feature space 

3.1.3. Neural Networks 

A Neural network, also known as artificial neural network is a collection of artificial 

neurons interconnected with each other in which each neuron works as a mathematical 

operator which resembles the functionality of a biological neuron. An input layer, a number 

of hidden layers, and an output layer constitute a neural network. Each hidden layer contains 

many number of neurons and each neuron in a hidden layer is connected to other layers 

(either next hidden layer or to the output layer) through links called edges. Each edge is 

assigned with a weight. Each neuron has it’s inputs (the weights associated with the 

incoming edges and the bias) and output by some activation function (Wei et al., 2022) which 

can be given as shown in equation (4), where yk is the output of neuron k, wki is the weight 

of the edge connecting the input xi , the bias term b, and f is the activation function which is 

also represented in Fig. 3. Finally, the neurons in the output layer indicate the final outcome. 

MLP is the mostly used neural network model which has an architecture of fully connected 

neural network. MLP models are trained with back propagation algorithm which is based on 

error-correction technique mean squared error (MSE) (Fath et al., 2020). If the MSE is 

larger, the backpropagation operation is continued until the MSE is minimized. 

 

 

Fig. 3. Artificial Neural Network 
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Where: 

𝑦𝑘 = 𝑓(∑ 𝑤𝑘𝑖𝑥𝑖
𝑛
𝑖=1 + 𝑏)          (4) 

Nonlinear correlations between independent and dependent variables can be detected with 

this method. Less formal training in statistics is necessary. The ability to choose from a wide 

range of training methods. Regression and classification problems both can be solved with 

Neural Networks. However, the disadvantages of Neural Networks are as follows: possess 

“black box” properties. The user is not exposed to the precise decision-making process. 

Training a network for a difficult classification problem is computationally intensive and 

Preprocessing is required for predictor variables and independent variables. 

3.1.4. Decision Tree 

Decision Tree classifier is a type of Supervised Machine Learning method in which a tree 

structure is constructed based on the input features. The two entities that can be used to 

explain the tree are decision nodes from which the data is divided and leaves which 

represents the decisions or conclusions (Maniruzzaman et al., 2019). A prediction for the 

outcome of a new observation is made by first determining which leaf it corresponds to, and 

then integrating the results of the current observations inside that leaf to get a predicted 

result. The execution is halted if the data split does not yield any benefits (Patel  

& Prajapati, 2018). 

 Tab. 1. Decision tree algorithms and their mechanisms 

Algorithm 

Classification 

Basis or 

metrics Used 

Mechanism 

Classification and 

regression trees 

(CART) 

Gini Index  

 

Utilizes numerical splitting to form a tree  

(Jia & Qiu, 2020). 

Iterative 

Dichotomiser 3 

(ID3) 

Entropy and 

Information 

gain 

Continuous datasets include only discrete values, 

so they are labeled as discrete datasets  

(Priyanka & Kumar, 2020).  

C4.5  Improvised 

version of ID 3 

Adapts to both a discrete and a continuous dataset. 

In addition, it is able to handle datasets that are not 

complete. "PRUNNING" is a strategy that 

addresses the issue of over filtering. 

C5.0  Improvised 

algorithm of  

C4.5 

C5.0 algorithm allows to select between predicting 

missing values based on other attributes or 

statistically distributing the case between 

outcomes. 

Chi-square 

Automatic 

Interaction 

Detector (CHAID) 

This version 

predates the ID3 

implementation 

Dependent variables are detected from the 

categorized variables of a dataset and is used for 

nominal scaled variable(Punyapornwithaya et al., 

2022).  
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Table 1 depicts the decision tree algorithms used to split the attributes to test at each node 

and to assess whether the attribute splitting is optimal for individual classes. Because the 

splitting criteria must be same, the resultant partitions at each branch is as PURE (belonging 

to the same class) as possible. The decision tree algorithms mentioned in Table 1 make use 

of some metrics to consider an attribute as a decision node out of the available attributes in 

a dataset while constructing a decision tree. These metrics are also called ”attribute selection 

measures” and are used to reduce impurities. The higher the impurity reduction, the better 

the split attribute chosen (Patel & Upadhyay, 2012). The attribute selection measures can be 

given as follows: 

a)  Entropy: 

A metric for estimating the amount of impurity in a group of data is called entropy.  

It indicates how the data is split and the quality of spilt in a decision tree. For given S 

samples and N features with probability p(𝑥𝑖), i = 0 to N, the entropy can be calculated 

as in equation (5). 

𝐻(𝑆) = ∑ 𝑙𝑜𝑔2 
𝑁
𝑖=0 (

1

𝑝(𝑥𝑖)
)

𝑝(𝑥𝑖)

        (5) 

b)  Information Gain: 

Information gain, also known as Kullback-Leibler divergence, is the entropy of a 

dataset S after it has been segmented depending on an attribute A is shown in equation 

(6). 

𝐼𝑛𝑓𝑜 𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐻(𝑆) − ∑ 𝑝(𝑥𝑖)  × 𝐻(𝑥𝑖)𝑁
𝑖=0      (6) 

Information Gain indicates the amount of data a feature provides about a class. In 

order to build the decision tree, we divide each node in half based on the information 

it gains. A decision tree technique splits the node or attribute with the largest 

information gain first.  

 

c)  Gain Ratio: 

The information gain measure is biased in favor of tests with a lot of results. As a 

result, attribute-based partitioning produces the most information, but is poor for 

categorization (Patel & Upadhyay, 2012). ID3's successor, C4.5, utilizes a Gain ratio 

extension to the information gain. The gain ratio can be formulated as in equation (7): 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜 =  
𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛

𝐸𝑛𝑡𝑟𝑜𝑝𝑦
        (7) 

d)  Gini Index: 

It is a measure used to determine the impureness of a dataset feature i.e., how well a 

DT was split. Calculations were made to determine the probability that a randomly 

chosen feature would be incorrectly classified. The Gini Index has a range of 0 to 1, 

with 0 denoting classification purity and 1 denoting random distribution of elements 

over different classes. In (Kushwah et al., 2021) this is applied to construct a decision 

tree using CART algorithm. The CART method generates a decision tree with the use 
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of a binary split by using the Gini Index. The Gini Index can be represented as shown 

in equation (8). 

𝐺𝐼 =  ∑ (𝑝𝑖 − 𝑝𝑖
2)𝑛

𝑖=0          (8) 

The advantages of decision tree classifier are as follows: The final classification tree is 

easy to interpret and understand, Data preparation is simple, All the three kinds of data – 

numeric, categorical and nominal – can be classified and can provide strong classifiers which 

can be tested through the use of statistics. However it has some disadvantages, they are: DT 

assumes that each class is mutually exclusive with the others, the algorithm cannot split if 

the attribute value of a non-leaf node is absent and the algorithm is determined by the 

sequence of variables or attributes. 

4. ENSEMBLE LEARNING 

Ensemble techniques analyze a broad variety of models and aggregate them to generate 

a single final model rather than generating just one model and hoping that it is the finest 

accurate prediction we can create. Ensemble learning improves machine learning outcomes 

by incorporating numerous competing models. In comparison to a single model, this 

approach is more accurate at predicting future outcomes (Nazari et al., 2021). There are two 

types of ensemble methods: homogeneous ensemble methods and heterogeneous ensemble 

methods (Tewari & Dwivedi, 2020). 

Homogeneous Ensemble methods 

In the same way that the Random Forest model was built, a homogeneous ensemble is a 

collection of classifiers that were produced using a different subset of data. Homogeneous 

ensembles include bagging, random forest and random subspace. 

Heterogeneous ensemble methods 

Heterogeneous ensemble is a collection of various classifiers developed from the same 

data. Voting, Stacking are the examples. 

4.1. Random Forest 

Collections of decision trees are known as random forests. Combining the results of 

multiple predictors is a common type of ensemble approach. In addition to this, the bagging 

technique employed by random forest is used, which allows each tree to be trained on a 

random sample of an original dataset and gets an overall consensus. On the other hand, 

decision trees are more interpretable since they have fewer levels of complexity. Several 

other classifiers, such as AB, SVM, NN, and DT are less accurate because they overfit. 

Another application of this technique is as a means of selecting features based on their 

perceived importance (Shafi et al., 2020). 

Both regression and classification problems can be solved with random forests. For a given 

dataset D(X,Y), the training data X={x1,x2,…..xn} with their respective class labels 

Y={y1,y2,…..yn} where n is the total number of samples in the training dataset, like Bagging 

technique random forest considers replacing the training set, with a random sample, 

repeatedly for B times ,say,and fits trees to these samples. i.e, If Xb, Yb are n training 

instances sampled with replacement from X and Y, Random forest trains a classification or 
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regression tree (fb) on these instances where b=1, 2... B. After training the model, in case of 

regression, the predictions for testing samples 𝑥 are given by averaging the predictions of all 

the individual regression trees as shown in equation (9), whereas in case of classification, 

testing sample predictions are considered by the majority voting technique as shown in Fig. 4. 

𝑓 =  
∑ 𝑓𝑏(𝑥̂)𝐵

𝑏=1

𝐵
            (9) 

 

Fig. 4. Prediction Strategy of random Forest for classification 

The advantages of random forest algorithm are as follows: It improves accuracy by 

reducing decision tree overfitting, It can be used for classification and regression difficulties, 

We can use either continuous or categorical values in random forest, Filling up missing data 

values is done automatically, Since a rule-based approach is employed, normalization is not 

required, Random Forest is less affected by noise. However, there are some disadvantages 

of RF. They are: It consumes a lot of resources and computational power because it produces 

many trees to aggregate their outputs and Training is lengthy since it uses a variety of 

decision trees to select a class. 

5. METHODOLOGY 

In this paper, each considered dataset is classified with different basic classifiers as well 

as few ensembles of basic classifiers. In order to evaluate the models a 10-fold cross 

validation is performed on each dataset and the predictions are given. The workflow of the 

ensemble combination of classifiers is given in Fig. 5 where, P1, P2, P3, P4, P5 are the 

predictions obtained from DT, MLP, NB, SVM, RF respectively.  
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Fig. 5. Work flow of ensemble of all the basic classifiers 

All the predictions obtained from these basic classifiers are combined based on the 

majority voting (hard) technique in each fold of the 10-fold cross validation and a final 

prediction will be generated. The average of accuracies obtained for each fold are calculated 

and a final accuracy of that model is generated. The evaluation metrics used in order to 

evaluate the models and the datasets considered are described in the following subsections. 

5.1. Scheme of methodology 

An overview of the approach is shown schematically in Fig. 6. At first, the literature is 

studied and the existing methods used by most of the researchers are analyzed. Then, based 

on the literature, there are research gaps, such as the fact that most research is using only 

homogeneous ensemble classifiers or some basic machine learning classifiers. Over and 

above, existing works applied their classification models only to a few datasets. Therefore, 

this study includes five basic classifiers, each of which is applied individually on different 

datasets, and proposed a new model by combining the classifiers using heterogeneous 

ensemble techniques and applying them to the datasets with hard majority voting. Finally, 

the results of both basic classifiers as well as heterogeneous ensemble classifiers are 

compared with the existing works. 
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Fig. 6. Scheme of Research Methodology 

5.2. Dataset Description 

The datasets considered for the comparative study were taken from the UCI repository 

and Kaggle due to their popularity in existing works and the prevalence of certain attributes 

in the database (combination of attribute types, binary and multi-class labels, and small and 

large sizes). The selection of datasets is also based on the wide range of applications like 

signal data, game theory, and medical data. Also, as they are popularly used by some of the 

existing works Arrhythmia, Diabetes Health Indicators, Ionosphere, Sonar, Tic-Tac-Toe and 

Wave Form datasets are considered to compare the performance of the proposed model with 

the existing works.  The characteristics of each dataset are mentioned in Table 2 with varying 

sizes and dimensions. 

The dataset Arrhythmia is used to classify cardiac arrhythmia in one of the 16 groups. 

Class 1 indicates ‘normal’ i.e., absence of cardiac arrhythmia, class 2 to class 15 indicates 

various ECG classes of arrhythmia and class 16 indicates the remaining groups of 

Arrhythmia. The dataset consists of 279 attributes of which 206 have linear values and the 

remaining are nominal values. 

The Behavioral Risk Factor Surveillance System (BRFSS) 2015 survey received 70,692 

replies, and these responses make up the Diabetes Health Indicators dataset from the Kaggle 

repository. Samples without diabetes and those with either prediabetes or diabetes are split 
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in equal ratios in the dataset. The target variable is divided into two groups with 0 

representing no diabetes and 1 representing prediabetes or diabetes and this diabetic health 

indicators dataset is a balanced dataset comprising of 21 feature variables. 

Ionosphere dataset is the classification of radar signals from ionosphere. The received 

radar signals are analyzed using an autocorrelation function with the parameters pulse time 

and pulse number. Consists of 351 samples described by two attributes per pulse number. It 

has 34 attributes of continuous type and two target classes in which 0 if for bad radar return 

and 1 for good radar return indicating some type of structure in Ionosphere. 

The dataset Sonar Consists of 208 samples of mine (metal cylinder) and rocks obtained 

by bouncing sonar signals on a metal cylinder at different angles spanning upto90 degrees 

(for mine) and 180 degrees (for rocks). Each sample is a pattern of 60 numbers (attributes) 

ranging from 0.0 to 1.0 and it is a binary class classification dataset in which each record is 

labeled 1, 2 for Rock and Mine classes.  

   Tab. 2. Characteristic summary of datasets 

Dataset Samples Attributes No. of classes 

Arrhythmia 452 279 16 

Diabetes Health Indicators 70692 21 2 

Ionosphere 351 34 2 

Sonar 208 60 2 

Tic-tac-toe 958 9 2 

Wave Form 5000 40 3 

 

Tic-tac-toe is a binary classification dataset with 958 samples representing all the possible 

combinations of tic-tac-toe game. Consists of 9 feature variables representing the position 

of each cell in a 3×3 box in the game and the target labels are 0 (for losing the game) and 1 

(for winning the game).  

The Waveform is a balanced multiclass classification dataset consisting of 5000 samples, 

40 attributes and 3 classes each of which is generated from a combination 2 of 3 base waves. 

5.3. Evaluation Metrics 

It is not our goal to create a predictive model. Out-of-the-sample data is the key to 

building and selecting the best model. The validation of the model is therefore essential 

before computing predictive values. A predictive model's performance is quantified by the 

evaluation metrics, in model building, picking the proper statistical metric is critical because 

the measures used have an impact on how machine learning algorithm performance is 

evaluated (Fang et al., 2022) and compared and also have an impact on consideration of 

various characteristics in the results, as well as final decision on algorithm to be used. There 

were numerous statistical indicators to investigate for classification problems. 
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5.3.1. Confusion Matrix 

 Tab. 3. Confusion Matrix 

ACTUAL 

CLASS 

PREDICTED CLASS 

 Pve Nve 

Pve TP FN 

Nve FP TN 

 

A matrix with N × N where N is no. of predicted classes is called confusion matrix. 

Classification algorithms are frequently evaluated using this method  (Sevinç, 2022). When 

there is a significant difference between the classes, it is used. Table 3 displays a confusion 

matrix for N = 2, with the following interpretations for the entries where Pve indicates 

positive and Nve indicates negative. 

True Positive (TP):  Those values in which the classified values and the actual values 

both are positive. 

True Negative (TN):  Those values in which the classified values and the actual values 

both are negative. 

False Positive (FP):  Values that were actually negative but were predicted to be 

positive, which is called Type I Error. 

False Negative (FN):  Values that were classified as negative but were actually positive. 

Which is also called Type II Error. 

5.3.2. Accuracy 

The accuracy statistic represents total predictive performance, indicating how many 

correct predictions are made. Accuracy can be represented as: 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =  
𝐓𝐏 + 𝐓𝐍

𝐓𝐏 + 𝐓𝐍 + 𝐅𝐏 + 𝐅𝐍
 

If the datasets are symmetric (the count of false negative values and false positive values 

are nearly equal) and the costs of false negative values and false positive values are equal, 

accuracy metric can be a helpful indicator. In this paper, cross validation of 10-folds is used 

and hence the average accuracy of all the 10 folds is considered as the evaluation metric. 

5.3.3. Precision 

A measure of precision reveals how many of the positive predictions were right out of 

total predictions that are positive. For an unbalanced dataset, precision calculates the 

accuracy of the minor class. 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =  
𝐓𝐏

𝐓𝐏 + 𝐅𝐏
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5.3.4. Recall 

The recall metric which is also called sensitivity shows the number of correct positive 

predictions out of actual positive cases were made. 

𝐑𝐞𝐜𝐚𝐥𝐥 =  
𝐓𝐏

𝐓𝐏 + 𝐅𝐍
 

5.3.5. F-Score 

The accuracy of a model can be measured using the metric F-score, commonly known as 

the F1-score. Binary classification systems classify examples as "positive" or "negative" 

using this metric. The F-Score can also be measured as the harmonic mean of the precision 

& recall of a model. The F-score can be changed such that recall takes precedence over 

precision, and vice versa. Common modified F-scores include the F0.5-score, the F2-score, 

and the standard F1-score. The F-score of a perfect model is 1 in which the contribution of 

precision and recall are same. It can be stated numerically as follows: 

 

𝐅 − 𝐒𝐜𝐨𝐫𝐞 =  
𝟐𝐓𝐏

𝟐𝐓𝐏 + 𝐅𝐏 + 𝐅𝐍
   = 𝟐 × 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 × 𝐑𝐞𝐜𝐚𝐥𝐥

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 + 𝐑𝐞𝐜𝐚𝐥𝐥
    

5.3.6. Area Under Curve 

The receiver operating characteristic (ROC) curve's AUC metric displays the overall 

accuracy of both positive and negative predictions, but it will handle imbalanced problems 

better than the accuracy metric. 

𝐀𝐔𝐂 =  
(

𝐓𝐏
𝐓𝐏 + 𝐅𝐍 +

𝐓𝐍
𝐓𝐍 + 𝐅𝐏)

𝟐
 

6. RESULTS AND DISCUSSION 

This experiment was carried out using python 3.10.2 version in the Windows (10) 

environment. Configuration of computer hardware environment is the following: the system 

is 64-bit with Windows10 operating system, the processor is Intel (R) core (TM) i5–1240P 

@1.7 GHz, the memory is 8.0 GB RAM. This section explores the experimental results 

obtained by various basic as well as ensemble classifiers. Table 4 demonstrates the 

performance of classification algorithms in terms of average Accuracy (ACC), Precision, 

Recall, AUC and F-score respectively. Each dataset's best result is indicated in bold.  
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Tab. 4. Experimental Results of Classifiers on (a) Arrhythmia, (b) Diabetes Health Indicators,  

      (c) Ionosphere, (d) Sonar, (e) Tic-tac-toe, (f) Waveform datasets respectively 

Arrhythmia Dataset 

Classifier ACC Prec. 
Re-

call 
AUC 

F-

Score 

DT 
0.72

801 

0.78

774 

0.61

333 

0.72

402 

0.72

641 

NB 
0.67

483 

0.75

084 

0.64 0.65

159 

0.64

378 

SVM 
0.73

908 

0.86

764 

0.5 0.71

964 

0.71

810 

RF 
0.81

637 

0.79

232 

0.64 0.81

199 

0.81

454 

NN 
0.68

647 

0.86

764 

0.5 0.68

457 

0.68

075 

DT+NB+NN+S

VM+RF 

0.78

763 

0.90

322 

0.5 0.77

571 

0.78

088 

NN+SVM+RF+

DT 

0.78

995 

0.79

012 

0.62

666 

0.78

668 

0.78

747 

DT+SVM+RF 
0.80

091 

0.91

666 

0.5 0.79

206 

0.79

714 

(a) 

Diabetes Health Indicators Dataset 

Classifier ACC Prec. 
Re-

call 
AUC 

F-

Score 

DT 
0.47

376 

0.67

853 

0.59

490 

0.47

375 

0.45

627 

NB 
0.71

381 

0.69

837 

0.59

952 

0.71

377 

0.70

866 

SVM 
0.72

583 

0.68

734 

0.64

629 

0.72

575 

0.71

142 

RF 
0.56

773 

0.68

142 

0.64

903 

0.56

771 

0.53

350 

NN 
0.66

524 

0.68

290 

0.65

497 

0.66

520 

0.63

979 

DT+NB+NN+S

VM+RF 

0.66

153 

0.68

506 

0.64

856 

0.66

150 

0.63

920 

NN+SVM+RF+

DT 

0.62

329 

0.68

546 

0.64

573 

0.62

327 

0.59

322 

DT+SVM+RF 
0.59

304 

0.68

349 

0.64

733 

0.59

302 

0.56

173 

(b) 

Ionosphere Dataset 

Classifier ACC Prec. 
Re-

call 
AUC 

F-

Score 

DT 
0.90

317 

0.76

017 

0.58

974 

0.88

492 

0.90

092 

NB 
0.88

031 

0.79

047 

0.53

846 

0.84

733 

0.87

489 

SVM 
0.93

444 

0.76

017 

0.58

974 

0.91

351 

0.93

225 

RF 
0.93

436 

0.76

269 

0.61

538 

0.91

987 

0.93

306 

NN 
0.92

603 

0.79

047 

0.61

538 

0.90

009 

0.92

320 

DT+NB+NN+S

VM+RF 

0.93

166 

0.76

017 

0.58

974 

0.91

165 

0.92

964 

NN+SVM+RF+

DT 

0.92

880 

0.76

269 

0.61

538 

0.90

518 

0.92

636 

DT+SVM+RF 
0.94

015 

0.76

269 

0.61

538 

0.92

486 

0.93

899 

(c) 

Sonar Dataset 

Classifier ACC Prec. 
Re-

call 
AUC 

F-

Score 

DT 
0.62

023 

0.76

666 

0.60

606 

0.61

873 

0.61

008 

NB 
0.60

714 

0.62

777 

0.36

363 

0.61

602 

0.58

442 

SVM 
0.63

952 

0.74

743 

0.60

606 

0.63

449 

0.62

445 

RF 
0.73

595 

0.85 0.63

636 

0.73

072 

0.72

070 

NN 
0.64

047 

0.76

666 

0.60

606 

0.63

931 

0.63

070 

DT+NB+NN+S

VM+RF 

0.66

880 

0.77

307 

0.63

636 

0.66

600 

0.64

993 

NN+SVM+RF+

DT 

0.66

928 

0.77

307 

0.63

636 

0.66

827 

0.65

186 

DT+SVM+RF 
0.70

738 

0.79

444 

0.63

636 

0.70

279 

0.69

524 

(d) 

Tic-tac-toe Dataset 

Classifier 
ACC Prec. 

Re-

call 
AUC 

F-

Score 

DT 
0.88

418 

0.73

801 

0.59

595 

0.86

881 

0.883

79 

NB 
0.71

714 

0.78

245 

0.42

424 

0.59

824 

0.653

64 

SVM 
0.89

769 

0.78

245 

0.54

545 

0.85

634 

0.892

70 

RF 
0.94

782 

0.78

245 

0.61

616 

0.92

682 

0.946

48 

NN 
0.83

820 

0.71

835 

0.54

545 

0.79

607 

0.832

06 

DT+NB+NN+S

VM+RF 

0.88

833 

0.78

245 

0.55

555 

0.84

359 

0.882

40 

NN+SVM+RF+

DT 

0.87

995 

0.78

245 

0.52

525 

0.82

935 

0.871

82 

DT+SVM+RF 
0.93

317 

0.78

245 

0.57

575 

0.90

695 

0.93.

116 

(e) 

Waveform Dataset 

Classifier ACC Prec. 
Re-

call 
AUC 

F-

Score 

DT 
0.811

6 

0.68

058 

0.56

862 

0.78

975 

0.81

158 

NB 
0.855

6 

0.67

619 

0.64

117 

0.87

362 

0.85

892 

SVM 
0.903

8 

0.72

810 

0.60

980 

0.88

449 

0.90

296 

RF 
0.889

2 

0.73

584 

0.59

019 

0.86

004 

0.88

704 

NN 
0.872

8 

0.70

146 

0.61

960 

0.85

659 

0.87

255 

DT+NB+NN+S

VM+RF 

0.895

6 

0.72

841 

0.61

176 

0.87

961 

0.89

516 

NN+SVM+RF+

DT 

0.891

2 

0.73

021 

0.59

019 

0.85

981 

0.88

867 

DT+SVM+RF 
0.894

8 

0.72

968 

0.59

803 

0.86

844 

0.89

306 

(f) 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 7. ROC Curves for (a) Arrhythmia, (b) Diabetes Health Indicators, (c) Ionosphere, (d) Sonar,  

(e) Tic-tac-Toe, (f) Waveform datasets respectively 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 8. Bar Graphs with Execution time for each classifier for (a) Arrhythmia, (b) Diabetes Health 

Indicators, (c) Ionosphere, (d) Sonar, (e) Tic-tac-toe, (f) Waveform datasets 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 9. Box Plots for 10-fold Accuracies of each classifier for (a) Arrhythmia, (b) Diabetes Health 

Indicators, (c) Ionosphere, (d) Sonar, (e) Tic-tac-toe, (f) Waveform datasets 
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Precision and recall may vary depending upon the class of interest (i.e., on which class 

we are considering as positive class) higher precision value indicates less false positives and 

higher recall indicates less false negatives. The harmonic mean of precision and recall values 

is F-Score which results low when either precision or recall values are low. 

The Arrhythmia dataset achieved highest Accuracy, Recall and F-Score of 81.63%, 64% 

and 81.45% respectively with RF and the second highest is achieved by the ensemble 

combination of DT+SVM+RF classifier with accuracy of 80.09% which is very close to the 

highest accuracy and a highest precision of 91.66% which shows the robust nature of 

homogeneous ensemble algorithm RF and that the ensemble methods are better in 

performance when compared with remaining base classifiers. NB has shown an accuracy of 

67.48% which is very poor in performance when compared to other classifiers, as 

Arrhythmia is a high dimensional dataset with 279 attributes and NB assumes that the 

attributes are independent which is practically not possible. Similarly the second highest 

precision values is obtained for the ensemble combination of DT+NB+NN+SVM+RF with 

90.32% and the lowest precision is again NB classifier and the highest recall value of 75.08% 

was recorded with NB and also it is observed that the dataset obtained better AUC for RF 

81.19% and ensemble combination of classifiers other than the basic classifiers which can 

be seen in Table 4 (a) and the ROC curve for this dataset with different classifiers along with 

their respective AUC values were plotted in Fig. 7(a). The execution time can also be 

considered as a measure for performance evaluation of a classifier and hence the training 

time of each classifier with arrhythmia dataset is plotted in Fig. 8(a) in which the lowest 

execution time was given by NB whereas the maximum time was taken by 

DT+NB+NN+SVM+RF. Boxplot represents the accuracy values of 10-fold cross validation 

obtained with each classifier and is observed that from Fig. 9(a) that DT+SVM+RF and NN 

classifiers had given a lesser range and symmetric nature of accuracy scores.  

The dataset Diabetes Health Indicators considered is a binary class balanced dataset.  

Among all the classifiers used, SVM shows better accuracy and an F-score of 72.58% and 

71.14% respectively. Similarly, NB gives the second highest score of accuracy, F-score and 

AUC of 71.38%, 70.86% and 72.57% respectively. Also, the highest precision 69.83% 

whereas SVM has given the second highest precision score of 68.73%. The Highest recall 

was given by the robust algorithm NN with 65.49%. The least performance for this dataset 

was given by DT in all the metrics with an accuracy of 47.37%, Precision of 67.85%, recall 

of 59.49%, AUC of 47.37% and F-Score of 45.62% which can be seen in Table 4 (b) and 

ROC curve for the same AUC can be observed in Fig. 7(b). This dataset has lowest training 

time with NB and then DT but DT+NB+NN+SVM+RF has the highest execution time 

compared to the remaining classifiers, as can be observed in Fig. 8(b). Boxplot for accuracy 

scores of 10-fold cross validation are been given in Fig. 9(b) in which the lesser range of 

values are indicated by NB when compared to other classifiers. 

The Ionosphere dataset has achieved the best performance with the ensemble combination 

of DT+SVM+RF with an accuracy of 94.01%, F-Score of 93.89% and recall of 61.53% and 

AUC of 92.48%. However, it is observed that the same recall score as of highest value is 

also given by RF, NN and the ensemble combination of NN+SVM+RF+DT. The lowest 

accuracy and recall were recorded by NB, precision by DT, SVM and the ensemble 

combination of DT+NB+NN+SVM+RF which can be seen in Table 4(c). ROC curves with 

their corresponding AUC were shown in Fig. 7(c) and the maximum and minimum AUC 

were given by NN and NB respectively. Fig. 8(c) gives the bar graph of execution time in 
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which the minimum execution time was taken by RF and the maximum time was taken by 

SVM. Boxplot representation for the accuracy scores obtained from 10-fold cross validation 

can be seen in Fig. 9(c) and can be observed that almost all the classifiers had given a wider 

range of accuracy scores and NN+SVM+RF+DT had given a lesser range of scores. 

The Sonar was also a binary class classification dataset and consists of high dimensional 

data with 60 attributes. From Table 4(d) we can observe that RF had given a better 

performance with regard to all the metrics such as accuracy, precision, recall, f-score of 

73.59%, 85%, 63.63% and 72. 07 % respectively and a maximum AUC is of 73.07% is also 

obtained with RF which can be seen in the ROC plot in Fig. 7(d) when compared to all other 

classifiers and Similarly NB has given the least performance with respect to all the metrics 

for the sonar dataset. The Ensemble combination DT+SVM+RF has scored the second 

highest accuracy oy 70.73% and also all the ensemble combinations has achieved a recall 

score of 63.63% as of the highest score. NN has given a lesser range of accuracy scores with 

the 10-fold cross validation and also similar group of lesser range values are given by the 

ensemble combination DT+SVM+RF which can be observed in the boxplot plotted in Fig. 

9(d). Also, the execution time of Sonar dataset with different classifiers were shown in Fig. 

8(d) in which DT has taken minimum time and the Ensemble combination of 

DT+NB+NN+SVM+RF has taken the maximum execution time. 

The ensemble classifier RF has given highest performance with the dataset Tic-tac-toe 

with accuracy of 94.78%, precision of 78.24%, Recall of 61.61%, and F-score of 94.64% 

and also the same precision value as of the highest precision were given by SVM and all the 

ensemble combinations. Similarly, the second highest accuracy was given by DT+SVM+RF 

with the score of 93.31% which can be observed in Table 4(e).  Fig. 8(e) shows the execution 

time of each classifier with Tic-tac-toe dataset, in which DT has taken minimum time and 

the Ensemble combination of DT+NB+NN+SVM+RF has taken the maximum execution 

time. The Box plot for 10 – fold cross validation accuracy scores was plotted and can be 

seen in Fig. 9(e) in which the lesser range of values with the highest scores were given by 

NN and the ensemble combination DT+SVM+RF which is very close to NN. Fig. 7(e) shows 

the ROC plot of each classifier and their corresponding AUC values. 

The dataset Waveform is a multiclass Classification dataset with 3 classes and SVM with 

an accuracy of 90.38% and F-score of 90.29% and the second highest accuracy was given 

by the ensemble combination DT+NB+NN+SVM+RF and the highest precision was given 

by RF with 73.58% and recall was given by NB with 64.11% and also from Table 4(f) it can 

be observed that all the ensemble combinations were very close to the performance of the 

classifier which has the highest accuracy From Fig. 7(f) it can be observed that SVM has 

achieved the highest AUC of 88.44% and the second highest AUC was given by NB with 

87.36%. Similarly, the Boxplot for Waveform Dataset was shown in Fig. 9(f) which shows 

again that SVM has given the lesser range of accuracy scores and the highest value when 

compared to remaining algorithms. The minimum execution time was taken by NB and 

Maximum time was taken by DT+NB+NN+SVM+RF which can be observed from Fig. 8(f). 
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Tab. 5. Comparison of performance of the proposed method with existing works 

S. 

No. 
Dataset Reference Methodology 

Accuracy in 

(%) 

1 Arrhythmia 

(Ecemiş et al., 

2022) 

RBF  

MLP+SVM+RBF+RF  

MLP+RF  

RF1+RF2  

RF1+(RF2+MLP+SVM+RBF)  

60.00 

71.00 

66.00 

72.00 

71.00 

(Gupta et al., 

2014) 

SVM -Poly degree2  

RF+SVM  

Pattern  

Net Two-level RF  

66.00 

77.40 

69.00 

70.00 

(Yogita et al., 

2020) 

RF+PCA  

SVM+PCA  

SVM+PCA with feature selection  

Kernalized SVM  

Kernalized SVM +PCA  

Kernalized SVM + Feature Selection Kbest  

71.00 

73.00 

65.00 

71.00 

75.00 

77.00 

(bin Basir & 

binti Ahmad, 

2017) 

RIPPER  

Boosting +RIPPER  

Bagging+RIPPER  

PART  

Boosting +PART  

Bagging+PART  

PRISM  

Boosting +PRISM  

Bagging+PRISM  

OneR  

Boosting +OneR  

Bagging+OneR  

73.67 

73.41 

73.80 

74.13 

74.98 

76.93 

62.36 

61.71 

66.07 

59.76 

59.69 

59.37 

(Shi et al., 

2022) 

edRVFL  

WedRVFL  

PedRVFL  

WpedRVFL  

72.43 

73.22 

73.66 

73.88 

Proposed 

Method 

DT+SVM+RF 80.9 

2 Ionosphere 

(bin Basir & 

binti Ahmad, 

2017) 

RIPPER  

Boosting +RIPPER  

Bagging+RIPPER  

PART  

Boosting +PART  

Bagging+PART  

PRISM  

Boosting +PRISM  

Bagging+PRISM  

OneR  

Boosting +OneR  

Bagging+OneR  

92.87 

93.63 

93.54 

90.78 

92.62 

91.95 

89.77 

91.87 

91.03 

87.26 

91.53 

87.17 

(Ngo et al., 

2022) 

Bagging  

Extra Trees  

94.00 

94.30 

Proposed 

Method 

DT+SVM+RF 94.02 
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Tab. 5. Comparison of performance… – cont. 

S. 

No. 
Dataset Reference Methodology 

Accuracy in 

(%) 

3 Waveform 

(Shi et al., 

2022) 

edRVFL  

WedRVFL  

PedRVFL  

WpedRVFL  

86.17 

86.92 

86.98 

87.13 

(Alshdaifat et 

al., 2021) 

Majority voting with 

(NB+DT+RB+KNN+ANN+SVM)  

Majority voting with Optimal Classifier 

Selection(OCS)  

89.00 

 

89.00 

Proposed 

Method 

DT+NB+NN+SVM+RF  

NN+SVM+RF+DT  

DT+SVM+RF  

89.56 

89.12 

89.48 

4 Tic-tac-toe 

(Hongle et al., 

2022) 

CSEL  

Balance Cascade  

Easy Ensemble  

Ada Boost  

80.58 

78.08 

86.98 

79.75 

Proposed 

Method 

DT+SVM+RF 93.30 

 

When considering the Proposed Assembly Combinations with existing methods, it can be 

seen that the authors' proposed combination of assemblies gave the best performance.  

In (Ecemiş et al., 2022) the authors constructed the nested classifiers using the base 

classifiers like MLP, Radial Bias Function (RBF), SVM, RF out of which the random forest 

classifier combination RF1+RF2 has given good performance in predicting the cardiac 

arrhythmia. The authors (Gupta et al., 2014) has implemented a classifier with linear kernel 

SVM and RF which gave a generalization error of 77.4%. Feature selection along with 

kernelized SVM classifier is applied (Yogita et al., 2020) and (bin Basir & binti Ahmad, 

2017; Shi et al., 2022). The authors compared different combination of ensemble classifiers 

for optimizing the performance of cardiac arrhythmia, waveform and Ionosphere (Ngo et al., 

2022) datasets along with few more datasets. The authors (Hongle et al., 2022) used 

minimum redundancy and maximum correlation to select base classifiers and showed that 

clustering under sample (CSEL) has better accuracy, of which our model outperforms 

conventional methods proposed in previous work, as can be observed in Table 5. 

7. CONCLUSION AND FUTURE SCOPE 

In this paper, heterogeneous ensemble classifiers are proposed and their performance is 

evaluated on various datasets. Performance of ensemble classifiers is also compared with 

basic classifiers.  The results of comparison analysis are presented in this paper, which used 

five of the most well-known basic ML algorithms for classification, including DT, NN, NB, 

SVM and RF along with their ensemble combinations DT+NB+NN+SVM+RF, 

NN+SVM+RF+DT and DT+SVM+RF on five various publicly available UCI repository 

datasets and one Diabetes health Indicators dataset from kaggle repository. The highest 

accuracy of 94.01% is achieved by the ensemble classifier (DT+SVM+RF) for ionosphere 

dataset. Basic classifier SVM has achieved highest accuracy of 72.58% with Diabetes Health 

Indicators dataset and 90.38% accuracy with Waveform datasets. The accuracy of RF for 
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Arrhythmia, Sonar and Tic-tac-toe datasets are 81.63%, 73.59%, and 94.78% respectively. 

From the experimental results it is observed that in most of the cases either the homogeneous 

ensemble classifier or the combination of basic classifiers i.e., heterogeneous ensemble has 

given better results than the basic classifiers.  It is difficult to ensemble heterogeneous classifiers 

as it is complex and requires more resources to train and maintain the model especially with 

the large datasets. If the training dataset is small or biased, the ensemble may not perform 

well on unseen data. This study does not focus on optimizing the hyperparameters of the 

classifiers used.  

It is observed that the proposed ensemble combination outperformed some of the existing 

models. Finally, it can be concluded that each classifier has its own set of benefits and 

limitations. 

In future, the proposed heterogeneous ensemble classifiers can again be ensembled with 

some other classifiers along with some feature selection algorithms and hyperparameter 

optimization to improve the classification performance.  
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