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Abstract. This paper is devoted to topical issues - the development of methods for analyzing texture images of breast cancer. The main problem that 

is resolved in the article is that the requirements for the results of pre-processing are increasing. As a result of the task, images of magnetic resonance 
imaging of the breast are considered for image processing using texture image analysis methods. The main goal of the research is the development 

and implementation of algorithms that allow detecting and isolating a tumor in the breast in women in an image. To solve the problem, textural features, 

clustering, orthogonal transformations are used. The methods of analysis of texture images of breast cancer, carried out in the article, namely: Hadamard 
transform, oblique transform, discrete cosine transform, Daubechies transform, Legendre transform, the results of their software implementation 

on the example of biomedical images of oncological pathologies on the example of breast cancer, it is shown that The most informative for image 

segmentation is the method based on the Hadamard transform and the method based on the Haar transform. The article presents recommendations 
for using the results in practice, namely, it is shown that clinically important indicators that make a significant contribution to assessing the degree 

of pathology and the likelihood of developing diseases, there are other information parameters: diameter, curvature, etc. Therefore, increased 

requirements for the reliability, accuracy, speed of processing biomedical images.  
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METODY WYKRYWANIA I WYRÓŻNIANIA OBSZARÓW W TEKSTUROWANYCH OBRAZACH 

BIOMEDYCZNYCH RAKA PIERSI 

Streszczenie. Niniejszy artykuł jest poświęcony aktualnemu tematowi - opracowaniu metod analizy obrazów tekstury raka piersi. Główny problem, który 
został rozwiązany w artykule, polega na tym, że wymagania wobec wyników przetwarzania wstępnego są coraz większe. W wyniku realizacji zadania 

rozpatrzono obrazy rezonansu magnetycznego piersi przeznaczone do przetwarzania metodami teksturowej analizy obrazu. Głównym celem badań jest 

opracowanie i wdrożenie algorytmów wykrywania i odróżniania na obrazie guza w piersi u kobiet. Do rozwiązania tego problemu wykorzystuje się cechy 
tekstury, grupowanie i transformacje ortogonalne. W artykule przedstawiono metody analizy obrazów teksturowych raka piersi, tj. transformatę 

Adamarda, transformatę skośną, transformatę dyskretno-cosinusową, transformatę Dobeshiego, transformatę Lejandre'a, oraz wyniki ich implementacji 

programowej na przykładzie obrazów biomedycznych patologii onkologicznej w przypadku raka piersi. Metoda oparta na transformacie Adamarda 
oraz metoda oparta na transformacie Haara są najbardziej przydatne do segmentacji obrazów. W artykule przedstawiono zalecenia dotyczące 

wykorzystania wyników w praktyce, a mianowicie wykazano, że inne parametry informacyjne, takie jak średnica, krzywizna itp. są ważnymi klinicznie 

wskaźnikami, które w istotny sposób przyczyniają się do oceny stopnia patologii i prawdopodobieństwa rozwoju choroby. W związku z tym wzrastają 
wymagania dotyczące niezawodności, dokładności i szybkości przetwarzania obrazów biomedycznych w urządzeniach diagnostycznych.  

Słowa kluczowe: przetwarzanie obrazów biomedycznych, cechy tekstury, klasteryzacja, transformacje ortogonalne 

 

Introduction 

Despite the ubiquitous presence of textures in images, there 

is no single and formal approach to the description of texture 

and its strict definition at the moment. Texture analysis methods 

are usually developed for each individual case. 

Recently, there have been many works devoted to the analysis 

of dynamic textures and color images. Analyzing the textures 

of color images, additional designations are introduced for their 

characteristics, based on measuring the intensity levels of each 

color and distributing them over the image field. When analyzing 

dynamic structures that change in time, space-time is introduced, 

which is the third dimension, which is connected to two spatial 

coordinates [7, 18, 19]. 

Spectral analysis is a powerful tool for analyzing signals and 

images, because it has long been noted that the spectrum is very 

sensitive to various changes in the structure of signals and images. 

To perform spectral analysis, it is necessary to first decompose 

the signal or image into frequencies. For this, different sets 

of basis functions are used. The corresponding algorithms are 

called transforms: cosine, Hadamard, Haar, oblique, etc. Note that 

the Haar and Daubechies, Mueller-matrix polarimetry (MMP) [13, 

14] for the transforms are the simplest wavelet transforms. These 

methods, according to the theory of signal processing, can be 

applied to stationary random processes, but often we do not have 

this. However, it is possible to select for analysis areas that are 

considered conditionally stationary (in other words, quasi-

stationary) and whose size is sufficient to obtain statistically 

correct results [14, 15]. 

1. Method 

The program is implemented in the Matlab environment 

and allows performing spectral transformations of six types: 

1) cosine, 2) Hadamard of order 2n, 3) Hadamard of order 

n = p + 1, p = 3(mod4) is a prime number, i.e. based on the 

Legendre symbol, 4) Haar, 5) oblique, 6) Daubechies-4, 7) MMP. 

To normalize the Haar function, the following formula is used: 
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The Daubechies-4 transform is given [6, 7] by the following 

matrix 
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Matrix elements are calculated using the formulas below: 
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In most cases, iterative algorithms are used to select areas 

in grayscale images. For example, the k-mean algorithm [16, 17] 

is mainly used in the space of pixel brightness and divides images 

into regions according to a given number. The main feature of this 

algorithm is its simplicity and speed of execution [15–17]. 

This method is implemented in the MatLab environment 

and is used for image analysis. The image is divided by software 

into separate parts. When studying textures, you can use various 

non-standard approaches that use orthogonal transformation. 

For example, the original image is divided into square windows 

that do not intersect. Experiments have shown that it is better 

to take a large window size for its intended purpose: 32 × 32, 

64 × 64, etc. We carry out an integral transformation of each 

window. In the two-dimensional case, the frequency spectra have 

the form of a matrix. We place the elements of the matrix in the 

form of vectors. For example, we can arrange the rows of a matrix 

sequentially at the end of each other. As a result, we carry out 

the procedure of clustering these vectors [1, 2, 4]. 

2. Experimental results 

During the experiment, 30 X-ray images of the mammary 

glands were taken as initial images. Each of the images has 

dimensions of 1024  1024. 

The images were first classified by an expert physician into 

three classes: 

 Images of the mammary gland without pathology were taken 

as sample No 1 (Fig. 1a). 

 Images of the breast on the right side with different stages of 

pathologies were considered as sample No 2 (Fig. 1b). 

 Images of the breast on the left side with different stages of 

pathologies were considered as sample No 3 (Fig. 1c). 

a)  

b)  

c)  

Fig. 1. Sample No 1 of the image of the mammary gland without pathology (a); 

sample No 2 of the image of the breast on the right side with different stages 

of pathologies (b); sample No 3 the image of the breast on the left side with different 

stages of pathologies (c) 

 

Fig. 2. Selection of a fragment for calculating the orthogonal transformation 

 

Fig. 3. Graph of the original brightness function in the window and the result 

of the Haar transformation 

The entire code of the main program can be manually inserted 

into the Matlab workspace, and the results will immediately 

appear – graphics and 7 text files. Graphs of the results of 

transformations will be presented each in a separate window, and 

all at the same time in one window. Matlab allows graphs to be 

rotated and viewed from different angles. Text files store the 

original data and the results of the six transformations listed 

above. All text files are automatically saved in the work directory, 

inside the Matlab system [3, 10, 12]. 

 

It can be concluded that orthogonal transformations are 

effective for mammographic images; all images were clustered. 

As an example, after applying an orthogonal transformation to 

figure 4, as shown in the result of figure 5, 4% of women were 

found to have a tumor on the left side of the breast [5 9, 11]. 

 

Fig. 4. Original image  
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a)  

b)  

Fig. 5. The result of clustering by the Daubechies method, the window size is 88 (a); 

percentage result of Daubechies clustering result (b) 

The percentages of the presence of breast tumors according to 

the considered figures are presented in the table below (table 1). 

Table 1. Percentage of biomedical image processing by 6 methods of orthogonal 

transformations 

 
 

From the considered methods, a graphical representation 

of the Haar method is shown in the following diagram (figure 6). 

Of the considered methods, a graphical representation 

of the Haar method is shown in the following diagram (figure 6). 

 

Checking the results of cluster solutions. To check the correct 

distribution over clusters, the following formula (4) is used. 

Percentage of correct class definitions: 

 
w(1) * 100

P =
w(1)

 (4) 

where  

 w(1) is the number of correct objects in the cluster; 

 w(1) number of all considered images. 

The selected methods determine the pathology of breast 

cancer in images by an average of 98% (table 2). 

 

Fig. 6. Indicator of the pathology of breast cancer by the Haar method 

Table 2. Clustering result  

Methods used 

The result of determining 

the pathology in percent (P) 

Without pathology 
With 

pathology 

Haara 97% 97% 

Dobeshi 98% 97% 

Discrete 98% 97% 

Naklon 98% 97% 

Legandr 98% 97% 

Hadamard 98% 97% 

Mueller-matrix polarimetry 98% 97% 

3. Conclusions 

This investigation is devoted to the study of texture images. 

The source is mammography images. The main result is the 

creation of software tools and experiments on image processing. 

The program is implemented in the Matlab environment, which 

allows performing spectral transformations of six types: 1) cosine, 

2) Hadamard of order 2n, 3) Hadamard of order n = p + 1, 

p = 3(mod4) is a prime number, i.e. based on the Legendre 

symbol, 4) Haar, 5) oblique, 6) Daubechies-4, 7) Mueller-matrix 

polarimetry. 

The algorithms that were considered in this paper allowed 

us to effectively isolate areas on the analyzed images that 

are characterized by different stages of breast cancer. More 

precisely, doctors are interested in early diagnosis of breast 

pathology in women. 

The images used in this article were taken from 

the Department of Computed Tomography of the Republican 

Diagnostic Center, 28 images were taken from there, including 

26 images with pathology, 2 images without pathology. Based 

on these data, an experiment was conducted on image processing, 

and when using spectral transformations of six types, the program 

shows a 2% error [8, 20]. 

Looking at figure 6 we can say that when processing images 

with 6 methods of orthogonal transformations, the percentage 

of clustering result of 2% and below is 98% of images without 

pathology, and above 2% – images with pathology. This 

corresponds to the result of determining the pathology by 98%. 

In our further studies, the parameters of indicators can 

be associated with different stages of breast cancer and other 

characteristics. The software system can be trained by examples 

using algorithms based on brain-computer or other approaches 

commonly used in machine learning. After training, the system 

will be able to predict the values of the parameters. 
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