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Abstract. Non-invasive diagnosis of skin cancer is extremely necessary. In recent years, deep neural networks and transfer learning have been very 

popular in the diagnosis of skin diseases. The article contains selected basics of deep neural networks, their interesting applications created in recent 

years, allowing the classification of skin lesions from available dermatoscopic images.  
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GŁĘBOKIE SIECI NEURONOWE DLA DIAGNOSTYKI ZMIAN SKÓRNYCH 

Streszczenie. Nieinwazyjna diagnostyka nowotworów skóry jest niezwykle potrzebna. W ostatnich latach bardzo dużym zainteresowaniem w diagnostyce 

chorób skóry cieszą się głębokie sieci neuronowe i transfer learning. Artykuł zawiera wybrane podstawy głębokich sieci neuronowych, ich ciekawe 

zastosowania stworzone w ostatnich latach, pozwalające na klasyfikację zmian skórnych z dostępnych obrazów dermatoskopowych.  
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Introduction 

In recent years, skin cancers, and in particular melanoma, have 

been quite often diagnosed in the world. Malignant melanoma 

develops in the human body very quickly, according to statistics 

in 2016 in Poland over 3,600 people fell ill with it, and over 1,300 

people died from it [39]. Still, too few patients report skin nevi to 

dermatologists, and early diagnosis in the case of cancer is crucial. 

Dermatoscopy comes to the aid of doctors. It allows for non-

invasive high-resolution images of the skin. On its basis, doctors 

make a preliminary diagnosis. 

With the help of doctors, diagnostic tools based on artificial 

intelligence were launched [5, 22]. Deep learning and other 

machine learning techniques have helped to increase the efficiency 

of medical image analysis. This is an area of machine learning in 

which subsequent layers of the network learn with each step better 

representations based on the information provided. The use of 

deep convolutional neural networks (DCNN) in recent years has 

been leading the way in the giagnostics of skin nevi. Many works 

have been created to effectively diagnose skin cancers [8, 21]. 

The use of selected segmentation and classification methods 

allows to achieve even better diagnostic success [12, 17, 28, 37]. 

Dermatoscopic image databases contain many images 

of a given case of the disease, which has been confirmed 

by histopathological examination. Properly prepared, they are 

input data for the process of training neural networks. The most 

commonly used databases with diagnosed dermatoscopic images 

by researchers include: ISIC [18], MED.-NODE [27], PH2 [30], 

PAD-UFES-20 [29], DERMOFIT [6]. Images from a given class 

are grouped and subjected to a process of initial preparation, 

regions of interest (ROI) are distinguished. The next stage 

is most often the segmentation of the cutaneous birthmark. The 

beginning of the classification of cutaneous nevi included binary 

classification [3, 14]. However, further development of technology 

has made it possible to create more classes. Currently, it is 

possible to make a classification for 5, 6, 7 and even 10 different 

skin diseases.  

1. Deep neural networks basics 

The use of models based on deep learning was possible thanks 

to the implementation of appropriate algorithms. A multi-layered 

network model is created and input data is provided to the model 

in the form of medical images. Each of the many layers 

of the model processes more complex elements of the input image. 

Many operations were performed on the images delivered 

to the network, which ultimately lead to the output. Diagnosis 

belongs to these data. Deep neural network architectures include: 

multilayer perceptrons, limited Boltzmann machines, deep belief 

networks, convolutional neural networks (CNNs), recursive neural 

networks. Very good effects are observed due to the emergence

of new models of convolutional neural networks. Increasing 

the computing capabilities of computers has slowly moved 

to the development of new techniques for effective deep network 

learning. It is possible to diagnose skin cancers and benign lesions 

from dermatoscopic images more and more effectively. 

Convolutional neural networks are the most popular tool used 

to classify medical images. Convolutional layers, on the other 

hand, learn local patterns selected from the image. Figure 1 shows 

typical weave network architecture. The basis of the network 

is the convolution base. It consists of an input layer and several 

convolutional layers connected to each other by pooling layers. 

Neurons are connected to neurons of the higher layer (pooling). 

Neurons in the convolution layers of the first layer are combined 

with pixels in the reception fields of the input image. In contrast, 

neurons from the second layer connect to a small area of the first 

layer. In the reception fields, e.g. with dimensions of 33 or 55, 

there are local patterns that the network finds. In each subsequent 

hidden layer, the network focuses on more details of a given 

feature. With more layers, you can analyze features with more 

detail. The last layer calculates forecasts, often it is a softmax 

layer. It is designed to estimate the probability of an image 

belonging to a given specific class. 

 

Fig. 1. Typical convolutional network architecture [34]  

Linking layers are designed to sub-sample feature maps, 

reduce the load on algorithm calculations and the number 

of parameters. They do not need scales, they include the 

processing of input data by the aggregation function. Extraction 

windows process feature maps. After the convolution base, there 

is a classifier. The data contains its representations and the trained 

model determines for a given image belonging to a specific class, 

which is determined with a certain probability. 
Transfer learning is very helpful in medical diagnostics. 

This is a type of machine learning that is based on learning new 

tasks based on previously acquired knowledge. It allows you to 

increase the efficiency of model learning even for a smaller 

amount of data. This is important in the case of dermatoscopic 

images, because not all available databases contain many images 

to fully reflect the specificity of a given skin disease in the image. 
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2. Used model examples 

Initially, DNN was used for deep learning using the AlexNet 

architecture, GoogleNet. There are many network models 

available today. The basic ones selected for work on medical 

images include VGG, ResNet, MobileNet [15], DenseNet [16, 37], 

MobileNetV2 [33], InceptionV3. Some of the networks are 

created by combining the architecture of 2 or 3 other networks: 

NASNet, Xception, InceptionV3, InceptionRes-NetV2 and many 

others. The Keras library [21] is one of the most commonly used 

in the creation of networks for the classification of skin lesions, 

it uses transfer learning. 

Each of the networks has characteristic elements that build it, 

including convolution, maxpool, soft max and fully connected 

layers. However, they differ in the number of layers and 

connections between them. One of the most frequently tested 

networks is VGG. This network is characterized by the smallest 

topological depth with a small 3×3 weave filter. Among the VGG 

networks, the most successful were two of them VGG16 

(figure 2a) and VGG19. VGG16 is made up of 13 convolutional 

layers and three fully connected layers. Both networks use small 

3×3 strand filters. This increases the topological depth of the 

network and contributes to a more effective learning process. 

The ResNet network model [13] is characterized by a very 

deep structure, has as many as 152 layers. The problems related 

to the depth of the network include: difficulties in training, high 

training error, disappearing gradient. In this network, 3×3 filters 

are most often used. 1×1 convolution layers deepen the lattice 

and increase nonlinearity by applying the ReLU function after 

each 1×1 convolution layer. In this network, fully connected 

layers are replaced with a pooling averaging layer, which reduces 

the number of parameters. This structure provides the network 

with learning deeper representations of functions with fewer 

parameters. The ResNet diagram is shown in figure 2b. 

 
a) 

 
b) 

Fig. 2. Diagram of the VGG16 (a) and ResNet (b) network models [24] 

3. Application examples 

Deep neural networks are used to diagnose many skin 

diseases, mainly diagnosed cancers from dermatoscopic images 

are: squamous cell carcinoma, malignat melanoma, basal cell 

carcinoma. Among the most commonly diagnosed benign skin 

birthmarks should be mentioned: nevus, pigmented benign 

keratosis and seborrheic keratosis. Diagnostic systems based 

on deep neural networks allow to make binary classification, 

but also in high efficiency recognize simultaneously 3 [25], 5 [26], 

7 [4, 36], 8 [37] and even 10 [10] different classes.  

The use of machine learning tools, artificial intelligence 

and neural networks competes very effectively with human 

knowledge [10]. Figure 3 shows the entire scheme of action when 

selecting the segmentation of skin lesions and their classification. 

It takes into account the selection of the most popular databases 

of dermatoscopic images, the selection of the segmentation 

method and the selection of the network model needed for binary 

or multi-class classification. It assumes obtaining results based 

on a binary classification and two multi-class classifications 

(3 classes and 7 classes). Individual classes are marked with 

letters: include benign (B), seborrheic keratosis (SK), basal cell 

carcinoma (BCC), actinic keratosis (AK), dermatofibroma (DF), 

vascular lesion (VL) and melanoma (M). 

 

Fig. 3. An exemplary scheme of action during segmentation and classification of skin 

lesions [2] 

 

Fig. 4. ROC curves for test groups [36] 

Works comparing the diagnostic capabilities of algorithms and 

experienced doctors are being created. In [36], the researchers 

undertook extensive research that aimed to compare the diagnoses 

of medics with randomly selected images. The results of the 

doctors' diagnoses were compared with more than 130 machine 

learning algorithms from the International Skin Imaging 

Collaboration 2018. Among the medics were board-certified 

dermatologists, dermatology residents and general practitioners. 

Figure 4 shows ROC curves for diagnostic efficacy to distinguish 

between malignant and benign skin lesions. The graph compares 

diagnostic capabilities single human (blue dots), vote human 

frequency (purple line), MetaOpima Technology (red line), 

DAISYLab (dark blue line) and Medical Images Analysis Group 

(green line). Higher diagnostic efficiency is achieved by 

algorithms using machine learning than human diagnostic 

capabilities. 

Achieving high diagnostic effectiveness of algorithms based 

on DNN is possible due to the use of properly selected databases, 

selection of images for training, validation and test sets. Choosing 

network models and properly tuning its parameters is also 

not a simple task. It is also important to choose the number 

of epochs when training the network. 
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Each of the teams tries to draw knowledge and experience 

from the work already developed so that there is a continuous 

development of algorithms. Often, the achievements of several 

researchers are modified and combined into one work [35]. 

To obtain a high AUROC value, the classification layers 

of several models are combined into one, which ensured 

the competitiveness of such modified models [11, 23]. High-

resolution dermatoscopic images are also used for classification 

to more effectively use patches-based models of skin lesion [9]. 

Table 1 shows the results for segmentation and classification using 

deep neural networks. Their accuracy ranges from over 80% to 

almost 98%. They also use transfer learning. 

Table 1. Results for the segmentation and classification CNN’s models in recent 

years 

Authors Used metod Accuracy 

[38] Transfer Learning using VGG16 80.3% 

[20] Transfer Learning using ResNet50 83.5% 

[32] Transfer Learning using DenseNet201 95.9% 

[1] Stacking ensemble of fine-tuned models 97.9% 

[7] ResNet-50 95.8% 

[7] Xception 92.9% 

[31] Transfer Learning using ResNet50 GANs 95,2% 

[2] ResNet-50 81.6% 

 

There are also works that modify known network models, 

models are also created that connect them with each other. In [1] 

the Stacking ensemble of fine-tuned models shown in figure 5 was 

created, it combines 4 network models: Xception, DenseNet201, 

DenceNet121 and Inception-ResNet-V2 and gives satisfactory 

results, its accuracy is 97.9%. The cumulative model was created 

to increase the efficiency of the best 4 network models. The use 

of team learning reduces variance. The presented concept assumes 

deep learning of stacked 4 models of pre-trained models. Stacking 

is a modification of the averaging unit. He is responsible for 

teaching the new model by combining already existing submodels.  

 

Fig. 5. Diagram of stacked ensemble model [1] 

Also intriguing are deep learning techniques contraindicated 

on full convolutional networks (FCNs). They become effective in 

segment the image by using a huge amount of data during multi-

level learning. Figure 6 shows the architecture of this network 

model.  

 

Fig. 6. Full architecture of the model from [19] 

4. Discussion and conclusions 

The methods proposed in the work are helpful in non-invasive 

diagnosis of skin lesions. They can effectively identify skin 

diseases based on dermatoscopic images. It is assumed that 

the ideal solution would be the testing of automated diagnostic 

systems based on deep neural networks by experienced 

dermatologists. This would make these 2 groups angry and help 

many people regain their health. In the future, automatic 

classifiers will work under human supervision. Further 

development of all methods based on deep neural networks 

and transfer learning will definitely increase the effectiveness 

of skin lesions diagnostics. 
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