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Abstract. The scheme of dynamic management of traffic and activity of message sources with different priority of service is considered. The scheme 

is built on the basis of the neuroprognostic analysis model and the gradient descent method. For prediction and early detection of overload, the apparatus 
of the general theory of sensitivity with indirect feedback and control of activity of message sources is used. The control algorithm is started 

at the bottleneck of the network node. It uses a recursive prediction approach where the neural network output is referred to as many steps as defined 

by a given prediction horizon. Traffic with a higher priority is served without delay using the entire available bandwidth. Low-priority traffic will 
use the remaining bandwidth not used by higher-priority traffic. An algorithm for estimating the maximum available bandwidth of a communication node 

for traffic with a low service priority has been developed. This approach makes it possible to improve the efficiency of channel use without affecting 

the quality of service for high-priority traffic. 
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PRZECIĄŻENIE I ZARZĄDZANIE RUCHEM ŹRÓDEŁ WIADOMOŚCI O RÓŻNYCH 

PRIORYTETACH USŁUG 

Streszczenie. Rozważono schemat dynamicznego zarządzania ruchem i aktywnością źródeł komunikatów o różnym priorytecie obsługi. Schemat zbudowany 

jest w oparciu o model analizy neuroprognostycznej oraz metodę gradientu. Do prognozowania i wczesnego wykrywania przeciążenia wykorzystuje się 
aparaturę ogólnej teorii wrażliwości z pośrednim sprzężeniem zwrotnym i kontrolą aktywności źródeł komunikatów. Algorytm sterowania jest uruchamiany 

w wąskim gardle węzła sieci. Wykorzystuje metodę predykcji rekurencyjnej, w której dane wyjściowe sieci neuronowej są odnoszone do tylu kroków, 

ile określono w danym horyzoncie predykcji. Ruch o wyższym priorytecie jest obsługiwany bez opóźnień z wykorzystaniem całej dostępnej przepustowości. 
Ruch o niskim priorytecie będzie wykorzystywał pozostałą przepustowość niewykorzystaną przez ruch o wyższym priorytecie. Opracowano algorytm 

szacowania maksymalnej dostępnej przepustowości węzła komunikacyjnego dla ruchu o niskim priorytecie usługi. Takie podejście umożliwia poprawę 
efektywności wykorzystania kanałów bez wpływu na jakość obsługi ruchu o wysokim priorytecie. 

Słowa kluczowe: sieć telekomunikacyjna, predykcja przeciążenia, funkcja czułości, sieć neuronowa, metoda opadania gradientu, priorytet usługi 

Introduction 

The quality of service provision in the telecommunications 

network is largely determined by routing algorithms, traffic 

management and operation in overload conditions. 

In the theory of telecommunications, overload is defined 

as the loss of information during transmission caused by 

an increase in network load [3, 6, 12]. The task of overload 

management is to develop appropriate algorithms to prevent 

or reduce such loss and, first of all, each user should be provided 

with mechanisms for determining and receiving data from 

the network. For example, if a user wishes to obtain low-latency 

mass service, the system must provide a mechanism to achieve 

the goal. If the network is unable to prevent the loss of user data, 

then it is necessary to try to limit the loss as much as possible, 

and, subsequently, to try to be fair to all affected users.  

The effectiveness of the traffic and overload management 

system largely depends on the routing methods used and the speed 

of the computing facilities, which should ensure minimal data 

delay in the network, as well as avoiding or minimizing 

the probability of overload [4, 13]. The accuracy of overload 

prediction and feedback control of traffic and data flows 

in high-speed computer networks is highly dependent on data 

transmission delays between network communication nodes.  

As a result, the responses of the control commands will take 

effect within the network after some delay, and the control 

information received at the data sources or network access points 

may turn out to be outdated [1, 18]. 

There is a distinction between active and reactive overload 

management, which coexist in most networks. In a strict active 

scheme, the overload management mechanism is the reservation 

of network resources. In a reactive scheme, data sources need 

to monitor and respond to changes in the network state to prevent 

overload. Both management methods have their strengths 

and weaknesses. In systems with active management, users can 

be guaranteed lossless data delivery, but the number of active 

users must be limited. Reactive management allows much greater 

flexibility in the allocation of resources, but the probability 

of overloading increases. 

The key performance indicators of the telecommunications 

network and the quality of user service largely depend on the 

traffic and overload management mechanisms used. The above 

conditions the relevance and necessity of research in this direction. 

1. Literature review 

In [18], a control method based on the sensitivity function 

of the performance of the telecommunications network 

is considered for traffic management. The sign of the performance 

sensitivity function provides the optimal direction for adjusting 

the data source speed. 

In [7] proposed a traffic and overload management algorithm 

for mass service systems with uniform time distribution (Least 

Favorable Distribution, LFD). In modern telecommunication 

networks, flow distributions have self-similar properties, 

so the obtained asymptotic estimates will lead to unreasonably 

optimistic conclusions.  

The results obtained in [7, 19] are of a general nature, their use 

requires new non-traditional approaches to solving the problem 

as a whole. Realistic estimates can be obtained by applying neural 

network models that must adapt to load spikes and variations 

in the probability distributions of application flows [18]. 

Increasing the memory volume of input buffers to prevent 

overload causes the problem of buffer bloat [19]. The number 

of unprocessed packets in the buffers increases, which leads 

to delays in their processing and can cause an avalanche process 

of buffer overflow and packet loss.  

Works [5, 8] present a detailed classification of modern 

methods of overload management, identified advantages 

and disadvantages of their application in certain conditions 

of network operation. In particular, the RED (Random Early 

Detection) method, which is used in the TCP protocol to detect 
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and prevent overload, is considered. However, the mentioned 

works are, to a certain extent, review in nature. Analytical 

expressions and quantitative comparative evaluations of the RED 

method and other methods, in particular, Tail Drop, WRED 

(Weighted Random Early Detection), etc., are not provided.  

In works [6, 9], the TCP Veno algorithm, which is quite 

common in overload management systems, was investigated. 

The use of this algorithm is quite effective in wireless networks 

with a high rate of lost packets. It tries to isolate non-overload 

losses so as not to include overload control algorithms where 

it is not needed. Meanwhile, the very method of recognizing 

the nature of losses according to the TCP Veno algorithm 

is, in fact, quite trivial (linear classifier). But it requires a detailed 

analysis of statistics of a sufficiently large volume, which limits 

its use. 

2. Formulation of the problem 

In works [13, 18], a model of dynamic neuroprognostic 

analysis using the sensitivity function is proposed for optimal 

traffic management and overloading of the telecommunications 

network [15, 17]. The algorithm is based on traffic management 

and the activity of message sources with different service 

priorities. Traffic with a higher priority is served without delay 

using the available part of the bandwidth. Low-priority traffic will 

use the remaining bandwidth not used by higher-priority traffic.  

Fig. 1. shows a model of an overload control system with joint 

processing of traffic with different priorities [16].  
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Fig. 1. Traffic management with joint processing in systems with different priorities 

The vertical dashed line represents the joint control 

of the packet arrival rate taking into account the generalized 

threshold value 𝑄𝛴 for traffic with priority classes 𝑃0, 𝑃1 and 𝑃2. 

For such a model, the total outgoing traffic 𝐿ɛ is formed from 

the condition of analysis and taking into account the total capacity 

𝐺𝛴 of the output link of the node. 

Fig. 2 shows a model of an overload control system with 

isolated traffic processing 𝐿2 with a lower priority class [16].  

A corresponding queue is organized for each type of traffic 

on the network node. Class 𝑃0 has the highest priority, 𝑃2 ‒ the 

lowest. 

In Fig. 1 and Fig. 2 the following designations are accepted 

(indexes indicate the corresponding priority): 

 DS0, DS1, DS2 – sources of input data; 

 M0, M1, M2 – blocks of buffer memory for incoming packets;  

 M0, M1, M2 – the number of incoming packets with the 

corresponding priority, expected to be issued at time t; 

 G𝝨 – the total number of packets of all priorities expected to be 

issued at time t; 

 Q𝝨, Q2 ‒ the threshold (limit) value of the queue length of total 

traffic and traffic with priority P2,  

 OT – outgoing traffic; 

 HPOT – higher priority outgoing traffic; 

 LPOT – lower priority outgoing traffic. 

This approach allows for improvement in the efficiency 

of using the channel without affecting the quality of service 

for high-priority traffic. When the residual bandwidth changes 

over time, it is necessary to constantly adjust the traffic speed only 

of low-priority sources. This simplifies the construction 

of the incoming traffic control scheme. At the same time, the task 

of estimating the maximum available bandwidth for low-priority 

traffic arises. 
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Fig. 2. Traffic management with separate processing in systems with different 

priority 

3. Estimate available bandwidth for low-priority 

traffic 

The structural diagram of the traffic management, forecasting 

and overload detection system is shown in Fig. 3. The scheme 

is built on the basis of a neural network using the sensitivity 

function of the key parameter of the network's efficiency – 

productivity [15, 16]. On the IR (Input Regulator) device the input 

traffic is regulated by the feedback control signal U.  

The output queue length 𝐺 is controlled by the OR 

(Output Regulator) device, taking into account the current 𝐺 

and the predicted 𝐺^ output queue length.  

The deviation E of the current value of the queue size from 

its threshold value 𝑄(𝑡) is carried out by the CQ (Control Queue) 

device. As a rule, the parameter 𝑄 is a constant value, 

i.e. 𝑄(𝑡) = 𝑄. 
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Fig. 3. Traffic control scheme  

In [16], a mathematical model was developed for a 

transmission system to a network buffer with one data source 

and a fixed circular delay 𝑡𝑑. 

We will evaluate the available bandwidth for low-priority 

traffic. 

Let's mark 𝑌(𝑡) as the available bandwidth at time t for low-

priority traffic 𝑃2. Available bandwidth 𝑌(𝑡) is a function of node 
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usage as well as traffic 𝐿0,1 with higher priority 𝑃0 і 𝑃1 (Fig. 2). 

The expected available rate 𝑌^(t) will be equal to the bandwidth 

not used by the high-priority traffic plus the bandwidth required 

to fill the buffer capacity to a given threshold value 𝑄 at a given 

time t.  

A nonlinear network system can be described by the following 

discrete expression [10, 11]: 

 𝑌(𝑡) = 𝐹 [
𝑦(𝑡 − 1), … , 𝑦(𝑡 − 1), 𝑢(𝑡 − 𝑡𝑑),

… , 𝑢(𝑡 − 𝑡𝑑 − 𝑚)
] (1) 

where 𝑌(𝑡) – scalar output (i.e., service delay, queue length, etc.); 

𝑢(𝑡) – scalar input (feedback control signal 𝑈); 𝐹[∗] is an 

unknown nonlinear function generated by a neural network; 1 … 𝑚 

are orders of functions 𝑦(𝑡) and 𝑢(𝑡); 𝑡𝑑 ≥ 1 – circular delay.  

The task of the control algorithm is to generate the control 

signal 𝑢(𝑡) so that the output of the system 𝑌(𝑡) is as close 

as possible to the threshold value 𝑄. The neural model 

for the unknown system (1) can be expressed as  

 𝑌^(𝑡 + 1) = 𝐹^ [
𝑦(𝑡), … , 𝑦(𝑡 − 𝐵 + 1), 𝑢(𝑡 − 𝑡𝑑 + 1),

… , 𝑢(𝑡 − 𝑡𝑑 − 𝑚 + 1)
] (2) 

where 𝑌^(𝑡 + 1) – the predicted one-step (one-step) value 

of the output of the neural network 𝐹^; 𝐵 > 𝑑  – prediction 

horizon.  

If the neural network is properly configured, then the squared 

error (𝑌(𝑡 + 1) − 𝑌^(𝑡 + 1))2 = ɛ is insignificant, so the value of 

𝑌^(𝑡 + 1) is close to the predicted output systems (1). 

As a result, the control signal 𝑢(𝑡 − 𝑑𝑡 + 1) can be chosen 

so that the value of 𝑌^(𝑡 + 1) at the next step 𝑡 + 1 is as close 

as possible to the value of 𝑄. 

Since the neural model is an asymptotic control system, it can 

be used to predict the next 𝑅 values of the system output at the 

observation interval 𝑇:  

 𝑌^ = [𝑦(𝑡 + 𝑑𝑡), 𝑦(𝑡 + 𝑑𝑡 + 1), … , 𝑦(𝑡 + 𝐵)]𝑇 (3) 

and the error vector can be obtained as: 

 𝐸 = [𝑒(𝑡 + 𝑑𝑡), 𝑒(𝑡 + 𝑑𝑡 + 1), … , 𝑒(𝑡 + 𝐿)]𝑇 

 𝑒(𝑡 + 𝑖) = 𝑟(𝑡 + 𝑖) − 𝑦^(𝑡 + 1), 𝑑𝑡 ≤ 𝑖 ≤ 𝐿 

where 

𝑅 = [𝑟(𝑡 + 𝑑𝑡), 𝑟(𝑡 + 𝑑𝑡 + 1), 𝑟(𝑡 + 𝐿)]𝑇 

is a further predicted values of the system output 

at the observation interval 𝑇. 

Given the above objective function for calculating 

the remaining bandwidth for traffic with a lower priority can be 

determined through the deviation index 𝐽 from the predicted value 

of the controlled parameter as follows: 

 𝐽 =
1

2
∑  [𝑟(𝑡 + 𝑖) −𝐿

𝑖=𝑑𝑡
𝑦^(𝑡 + 1)]2. 

Let us define feedback control signals 𝑈 as 

 𝑈 = [𝑢(𝑡), 𝑢(𝑡 + 1), … , 𝑢(𝑡 + 𝐵 − 1]𝑇. 

Then the task of finding the optimal value of the remaining 

bandwidth for traffic with a lower priority is to find the values 

of the feedback control signals 𝑈 such that the deviation index 𝐽 

is minimal: 

 𝑈𝑖+1 = 𝑢𝑖 −
𝜕𝐽

𝜕𝑈𝑘 ; 
𝜕𝐽

𝜕𝑈𝑘 = −
𝜕𝑌^𝑘

𝜕𝑈𝑘 𝐸𝑘  

where 𝑈𝑘(𝑡 + 𝑖) denotes the 𝑘˗𝑡ℎ iteration of control signal 

determination 𝑢(𝑡 + 𝑖). 

To solve this problem, you can use the following rule 

of gradient descent [16, 17]:  

𝑢𝑘+1(𝑡 + 1) = 𝑢𝑘(𝑡 + 𝑖) +
𝜕𝑌^𝑘

𝜕𝑈𝑘 𝐸𝑘   

𝑢0(𝑡 + 𝑖) = 𝑢(𝑡 − 1) + 𝑖;  𝑖 = 0,1, … , 𝐿 − 1 

 𝑘 – iteration index (1, 2, …); 𝑢𝑘  (𝑡 + 𝑖) – 𝑘-th iteration 

of the control signal formation 𝑢(𝑡 + 𝑖).  

Control sequence 

𝑢𝑘−1(𝑡 − 𝑖), 𝑖 = 0,1, … , 𝐵 − 1 

is used to determine the predicted sequence 

 𝑦^𝑘(𝑡 + 𝑗), 𝑗 = 𝑑𝑡 , … , 𝐵 

For the first iteration (𝑘 = 1), the control sequence starts with 

the value 𝑢0(𝑛 + 𝑖), which was determined in the last period. 

Then the deviation index J is minimized iteratively until 

its extremum is found. 

According to the principle of receding control horizon [2, 14], 

only the first control signal is used to determine the control 

sequence U: 

 𝑢(𝑡 + 1) = 𝑢(𝑡) +  ∑ 𝑒(𝑡 + 𝑖)𝐵
𝑖=𝑑𝑡

𝜕𝑦^(𝑡+𝑖)

𝜕𝑢(𝑡)
  

One iteration is performed in each period. 

Thus, the algorithm for calculating the maximum available 

bandwidth of a communication node for traffic with a low service 

priority involves the following steps:  

1. Determination of the prediction horizon using the developed 

analytical expression and based on the specified performance 

requirements and other key parameters of the network. 

2. Determination of the threshold values of the main network 

parameters to ensure the specified quality of service. The 

described method can be used both for systems with a fixed 

threshold and, if necessary, for dynamic systems with time-

varying thresholds.  

3. Selection of feedback control functions U that minimize the 

difference between the expected and actual value of the 

controlled output of the system. Minimization is performed by 

a neural network based on the considered gradient descent 

rule. 

4. Use the first element of the control function U as the next 

control input and repeat the entire process in the next cycle. 

4. Conclusions 

Dynamic neural models of traffic management 

in a telecommunications network with different service priorities 

are considered. The proposed algorithm for forecasting 

and prevention of node overload in a network bottleneck. 

It is shown that an attempt to combat overload by simply 

increasing the buffer capacity does not lead to a solution 

to the problem, but on the contrary, leads to bufferbloat 

and an unacceptable increase in service delays. 

An algorithm and analytical expressions are developed 

for calculating the maximum available bandwidth 

of a communication node for traffic with a low service priority. 

The algorithm involves the following 4 steps: definition 

of the horizon based on the requirements for ensuring the key 

parameters of network efficiency; determination of threshold 

values of the main parameters of the network to ensure the given 

quality of service; the selection of control functions 

of the feedback U, which ensure the minimum difference between 

the expected and the actual value of the controlled output 

of the system; using the first element of the control function U as 

the next control input, repeat the entire process in the next cycle. 

The principle of traffic separation and processing according 

to the established priority classes makes it possible to use 

the bandwidth of the network in the most optimal way without 

losing the quality of user service. Traffic with a higher priority 

is served without delay using the entire available bandwidth. 

Low-priority traffic will use the remaining bandwidth not used 

by higher-priority traffic. 

The algorithm in question uses a recursive prediction 

approach, where the output of the neural network refers to itself 

to go as far as the prediction horizon requires. Another approach 

is a single model in which all predictions are made at the same 

time at different nodes in the output layer of the neural network. 

For prediction and early detection of overload, the apparatus 

of the general theory of sensitivity with indirect feedback and 

control of the activity of message sources is used. The resulting 

solutions allow you to significantly save channel and computing 

resources of the network. 
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