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Abstract. The article proposes the improved method of spectral analysis of radio signals. The improvement is achieved due to the use of special operators 

in the signal conversion process. This allows you to distinguish the signal accurately and to determine its characteristics at the background of many 
airspace obstacles. The obtained graphical results fully confirm the advantages of the proposed method. The simulation results proved the advantage 

of the improved method of spectral analysis of radio signals; the advantage is achieved through the usage summing matrix functions in the process 

of signals conversion. The proposed improved method increases the accuracy of signals detection of secretly obtaining information means by 12%. 
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ZMODYFIKOWANA METODA ANALIZY WIDMOWEJ SYGNAŁÓW RADIOWYCH 

Z WYKORZYSTANIEM PODEJŚCIA OPERATORSKIEGO DLA TRANSFORMATY FOURIERA 

Streszczenie. W artykule zaproponowano udoskonaloną metodę analizy widmowej sygnałów radiowych. Poprawę osiąga się dzięki zastosowaniu 

specjalnych operatorów w procesie konwersji sygnału. Pozwala to na dokładne rozróżnienie sygnału i określenie jego charakterystyki na tle wielu 
przeszkód w przestrzeni powietrznej. Uzyskane wyniki graficzne w pełni potwierdzają zalety proponowanej metody. Wyniki symulacji wykazały przewagę 

udoskonalonej metody analizy widmowej sygnałów radiowych; zaletę uzyskuje się poprzez wykorzystanie funkcji macierzy sumującej w procesie konwersji 

sygnałów. Zaproponowana udoskonalona metoda zwiększa o 12% dokładność wykrywania sygnałów tajnego pozyskiwania informacji. 

Słowa kluczowe: widmo, monitoring radiowy, funkcje macierzowe, środki tajnego pozyskiwania informacji, funkcje harmoniczne, transformacja Fouriera, operator Poissona 

Introduction 

The rapid development of communication tools 

and technologies has led not only to positive but also 

to negative results. Nowadays, information is becoming more 

and more important than material or energy resources. Therefore, 

the primary task of competition is to gain access to information. 

80-90% of the necessary information is obtained with the help 

of technical means. Technical means of secretly obtaining 

information have a great advantage over other methods 

of obtaining information. First, they do not require the operator's 

permanent presence in the city of the information leak. Secondly, 

the scout cannot be tracked, because he works in the passive mode 

of receiving information. And in the third, information is received 

in real-time and in a complete manner. It is possible to detect 

technical means of covertly obtaining information that works 

on a radio channel only by detecting radio signals of technical 

means of covertly obtaining information. The process of detecting 

a radio signal is the first step in detecting a leak. Most signals 

are analog, so it is impossible to process such signals in a digital 

system. To represent them accurately, we need numbers of infinite 

length. Therefore, it is necessary to convert an analog signal 

on a time interval into a sequence of numbers of a given length, 

taken at discrete moments of the time interval. Based 

on the above, an important task is to improve the methods 

of converting analog radio signals into digital ones using 

the Fourier transform. But the transformation always has errors 

and inaccuracies, therefore the scientific task of improving 

the methods of converting analog radio signals into digital ones 

using the Fourier transform with the analysis of mathematical 

conversion errors and determining ways to eliminate them 

is relevant. 

1. Literature review 

A significant number of publications are devoted to the issue 

of finding radio signals of the means of clandestine information 

acquisition (MCIA). 
Thus, in works [1, 2], the issue of finding and locating means 

of secretly obtaining information with the help of automated 
software search complexes and additional devices is considered. 
However, in the very process of radio signal conversion, 

conversion errors are not considered. In works [3, 4], 
the classification of MCIA and features of their detection 
are given. The paper proves that receiver scanners capable 
of working under computer control have a significant advantage 
over other means of detecting radio signals. Using an external 
computer with software allows you to automate the process 
of searching and identifying technical devices for obtaining 
information. Unfortunately, no attention was paid to the 
methodology of signal processing and the process of converting 
radio signals. 

The work [5] deals with the general principle of radio 

monitoring, which allows you to analyze the radio-electronic 

situation in control areas, maintain a database of radio-electronic 

means, and use it for effective detection of radio signals, including 

short-term sessions of their operation. For example, when using 

remote control devices and intermediate storage of information. 

However, the peculiarity of detecting analog means of secretly 

obtaining information is not considered. 

In works [6 – 8] attention is paid: 

Search efficiency is determined not only by the parameters 

of the scanning receivers but also by the software installed 

on the external computer. This software not only controls 

the receiver but also performs preliminary radio monitoring. 

This allows the detection of dangerous radio signals, 

but no attention is paid to the accuracy and errors of radio 

signal conversion. 

In the conditions of rapid development of computer 

technologies, which is shown in works [9, 11, 26, 33], attention 

should be focused on search software capable of qualitatively 

analyzing radio signals only based on qualitative input parameters. 

That is, based on the high-quality conversion of an analog signal 

into a digital one. Therefore, improving the search process based 

on the Fourier transform is relevant. 

The issue of analysis of radio control (radio monitoring) 

systems with different technical parameters, which have one thing 

in common - they can only display and store panoramas of signal 

spectra on the radio, is discussed in works [10, 23–25]. 

The task of analyzing digital signals in legal communication 

channels is either not solved at all, or is performed formally. 

That is, autonomous devices cannot find analog means of secretly 

obtaining information. This becomes effective only with software 

search engines where the primary input signal is a digital signal 
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obtained by converting an analog signal to digital using a Fourier 

transform. The capabilities of the main software complexes 

for finding technical means of secretly obtaining information are 

described in scientific works [12–15, 20–23]. Works [25, 33–36] 

provide an overview of new versions of devices for automated 

search systems. 

Having analyzed the modern literature, we can conclude 

that there are many methods and programs for finding means 

of secretly obtaining information. The software used to analyze 

digital packets for radio control search tasks is constantly being 

improved [26–32]. However, universal software does not exist, 

because there is no mathematical apparatus for converting analog 

signals into digital without errors. One of the ways to improve 

the software is to improve the input parameters – the parameters 

for converting analog signals into digital ones, i.e. improved 

Fourier transformation. Therefore, the task of analysing 

the mathematical errors of converting analog radio signals into 

digital ones based on Fourier transformations and eliminating 

conversion errors is an urgent scientific task. 

2. Application of summing matrix functions 

in the Fourier transformation 

The main task of the programs of SMOI complexes 

is to obtain useful information from the signal taking account 

the noise. The signal can be not only a certain material carrier 

of information, but also any physical process, the parameters 

being changed in accordance with the transmitted message. 

To solve the problem, it is necessary to receive this signal, 

to recognize it, to establish its adequacy to a certain class 

and the degree of danger for the object and its information system. 
Most signals have an analog nature, so it is impossible 

to process such signals in the digital system. For their accurate 
representation we need numbers of infinite length. We have 
to convert the analog signal on the time interval into a sequence 
of numbers of the given length, taken at discrete moments 
of the time interval. 

The task of detecting SMOI is the problem of signals spectral 
analysis. A signal is a material carrier of information. The signal 
is characterized by the change in the physical quantity 
representing it later. Therefore, the natural mathematical model 
of the signal is the function of time S(t). The dimension S(t) 
is determined by the dimension of the corresponding physical 
quantity. In radio electronics, the mathematical model is widely 

used where F() is the function of frequency, known 
as the signal spectrum. 

The spectrum and the time function describe the same signal, 
so they are interrelated. Assuming that the function of time S(t) 
is known, we investigate what the concept of spectrum means. 

The spectrum of the signal S(t) is the set of amplitudes 
and initial phases of harmonic oscillations of multiple frequencies, 
the sum of which is equal to the signal S(t). 

If the set of frequencies of harmonic oscillations is discrete, 
then the spectrum is discrete. If the set of frequencies 
is continuous, then the spectrum is continuous. Detailing 
the spectrum, we distinguish between amplitude and phase 
spectra. The amplitude spectrum is the set of amplitudes 
of harmonic oscillations of multiple frequencies. In the continuous 
spectrum, the characteristic of the amplitude spectrum 

is the amplitude spectral density F(), because it determines 
the dependence of an infinitesimal amplitude on the frequency 

at a fixed value of an infinitesimal frequency range d. The phase 
spectrum is the set of initial phases of harmonic oscillations 
of multiple frequencies. In the continuous spectrum, 

the characteristic of the phase spectrum is the initial phase (). 
The signal spectrum exists if the signal S(t) can be represented 
as the sum of harmonic oscillations. Representation S(t) 
in the form of the sum of harmonic oscillations is called 
the Fourier spectral decomposition. 

Due to this, the problem of converting signals into digital 
form in order to detect SMOI signals is provided by the usage 
of direct discrete Fourier transformation cosine: 
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and direct discrete Fourier transformation sine 
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Formulas (1) and (2) are analogs of the corresponding 
continuous Fourier transformation cosine 
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and the corresponding continuous Fourier transformation sine 
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As the discrete Fourier transformation decomposes the studied 
signal (sample) into sinusoidal and cosine components, 
in this paper we propose to consider the Fourier transformation 
of the form 
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It is obvious that the introduced Fourier transformation 
of the form (5) turns into a sine of the Fourier transformation 
at odd values of r, and turns into a cosine of the Fourier 
transformation at even values of r. 

Data obtained from digital media is usually written in the form 

of vectors, or matrices, which we will denote . Therefore, 
the so-called summing function [34] constructed with the help 

of matrices  is of great importance in the Fourier transformation 

of the form (5). We will show how this summing function (u) 
of Fourier transformation (5) is constructed. 

So let f – some continuous 2-periodic function corresponds to 
sound signals of a certain frequency in real conditions. 
And 
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is Fourier series of this continuous 2-periodic function. Then 

by means of the matrix  ,n k   (see, e.g. [31, p. 51]) without 

which data processing read from digital data carriers on the basis 
of the series (6) is not possible, we will construct the operator 
of the form 
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Consider the specific examples of operators of the form (7). 
Namely: 
1) if  
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then from (7) we obtain the so-called generalized Poisson 

operator, properties having been considered in the works [6, 7, 11, 

17, 19, 20, 30]. 

For visual representation of the obtained results, we construct 

the graph of the form (8) that confirms the conclusions that 

we obtained a generalized Poisson operator (Fig. 1). 
2) if  

 ,

k

n
n k e



  (9) 

then from (7) we get the Abel-Poisson operator [4, 7]; 
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Fig. 1. Graphical representation of the form (8) 
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then from (7) we have the biharmonic Poisson operator [14, 

1618]; 
4) if 
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then from (7) we have the threeharmonic Poisson operator [10] 
(Fig. 2). 

 

Fig. 2. Graphical representation of the form (11) 

For the clearer representation of the obtained results, 

we construct the graph of the form (8), which confirms 

the conclusions that we obtained the threeharmonic generalized 

Poisson operator. 

All the above considered examples of matrixes  ,n k   

as a result of the combination with Fourier series (6) give 

harmonic functions of the form (7), without which the processing 

of data read from digital media is not possible. At the same time, 

these harmonic functions of the form (7) are solutions 

of the corresponding integral-differential equations of elliptic 

type [1, 5, 9, 12, 21, 30]. The main difference between the integral 

and discrete Fourier transformation is that the integral Fourier 

transformation is defined on the whole domain of the function

(u), and the discrete Fourier transformation is defined only 

on the finite discrete set of points. Therefore, it is logical to move 

from the operators of the form (7) to the operators of the form 
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Linear filtering methods are well-structured methods 
for which efficient computational schemes based on the fast 
convolution algorithms have been developed. Therefore, the next 
step of our study is to represent the operator of the form (7) 
in the form of the convolution. For this, the values of the Fourier 
coefficients 
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substitute in the right part (7). As a result, we get that 
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Having replaced the variable t – u in the right part (13) we will 
have that 
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To conclude, we have to show that I1 = I3. Having replaced 

the variable in the integral I1:  = t – 2 and thus considering 2 

periodicity of the function f() we will receive that 
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Using equation (15) to the right-hand side of the relation (14) 

we can write that 
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Formula (16) gives the compact record of the summation 

matrix function ( )
k
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the expected signal when it is approximated by the operator 
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Where according to the work [8] 

 
1

1

1 1
, 0 1

(1 ) 1
( ) , 1 1

0, 1

u

n

u
ne

n u
u u

n
e

u





  




   






 (18) 

 

1

1

1
1

1

1 1
1 , 0 1

(1 ) 1
( ) 1 , 1 1

, 1

u

n

u u
ne

n u
u u u

n
e

u u











 
    

 
 

     
  






 (19) 

To estimate the first term from the right-hand side (17), 

according to the representation (18) for the function (u), we write 
it in the form 
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We note that for the second term from the right-hand side of 
(20) we have the obvious estimate 
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To find the first integral from the right-hand side of the form 
(20), we use the formula (3) [23]  
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where – <  or – > , Ei(x) is the integral exponential function 
[23]. Then, according to (20)  
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From [23] we know that Ei(1) = 1.895 117 816…, 
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where C = 0.577 is Euler's constant. Hence 
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Obviously, the series on the right-hand side of (25) converges 
and, in addition, we have the estimate 
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Therefore, comparing the relations (20)–(26), we obtain that 
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Similarly, we can prove the validity of the estimate 
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for the same function (u) given by means of the relation (18). 

Let us find the estimate for the integral 

1

0

1
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n
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where the function (u) is given by means of the relation (19).  
From formula (19) it follows that 
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for all u  [0;1]. If 
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If 
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Taking into account the estimate (29) and the obvious 

inequality 
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Since the function (u) is downward convex on the interval 

1 1
;1
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, it follows from (30) and the following obvious 

inequalities that 
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we will have the estimate 
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Since for all 
1

1 ;1u
n

 
  
 

 the function (u) is convex 

upwards, then, taking into account (31) and inequalities (33), (34), 
we will have: 
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Thus, comparing the relations (32), (35) and (36), we obtain 

 

1

0

1 1
(1 ) ( )O u u d u O

n n


   
    

  
  (37) 

Finally, substituting (27), (28), and (37) into the right-hand 
side of the equality (19), we obtain that 
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If we denote the degree of deviation from the expected signal 

when it is approximated by the operator F(f,) through ( )F , 

then, using the methods of the work [28, 35], we can show that: 
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Using the obtained asymptotic equations (38) and (39), 
we make the geometric interpretation of the comparative analysis 
of the deviation degree from the expected signal when 

it is approximated, respectively, by the operators F(f,) 

and Fn(f,). 
The program for obtaining simulation results and the graphical 

representation of the results are given below. 
1.import matplotlib.pyplot as plt - library (third-party) for plotting 
graphs 

2.from math import log 

3.def error_triangular(n : float): 

4.   return log(n)/n 

5.def error_rectangular(n : float): 

6.    return 1/n 

7.x = [i for i in range(2, 100)] # on the X-axis 

8.t_y = [error_triangular(i) for i in range(2, 100)]  

9.r_y = [error_rectangular(i) for i in range(2, 100)]  

10.plt.plot(x, t_y, "^b", label="Error of triangular methods") 

11.plt.plot(x, r_y, "vr", label="Error of rectangular methods") 

12.plt.xlabel("n") 

13.plt.ylabel("Main part of asymptotic mark of error") 

14.plt.legend() 

15.plt.show() 

 

Fig. 3. Behavior of the main elements of the asymptotic estimate of the error using 

the approximation of triangular and rectangular methods 

Graphical representation of the results of the program 
is shown in Fig. 3. 

As we can see from the graph, when using operators F(f,) 
of the form (7) we can obtain the reduction in the degree 
of deviation in the approximation by 12% compared with 

the operators Fn(f,)  of the form (12).  

3. Conclusions 

In the course of the conducted research, the process 

of detecting the radio signal as the means of covertly obtaining 

information, a contradiction between the existing methods 

of converting radio signals, and the need for error-free conversion 

of signals into digital form was revealed. An improved method 

is proposed that allows converting an analog signal on a time 

interval into a sequence of numbers of a given length, taken 

at discrete moments of the time interval. The improvement 

consists in the method of spectral analysis of radio signals due 

to the use of special Fourier transform operators. The advantage 

is achieved by the use of summing matrix functions in the process 

of signal conversion. This allows you to accurately distinguish 

the signal and determine its characteristics against the background 

of many obstacles in the air space. The proposed improved 

method increases the accuracy of detecting signals utilizing covert 

information acquisition by 12%. The graphical results obtained 

fully confirm the advantages of the proposed method 

and theoretical calculations. The simulation results proved 

the advantages of the improved method of spectral analysis 

of radio signals. 

References 

[1] Abdullayev F. G. et al.: Isometry of the Subspaces of Solutions of Systems 

of Differential Equations to the Spaces of Real Functions. Ukr. Math. J. 71(8), 

2020, 1153–1172.  

[2] Babaeizadeh S.: Interpolation in Digital Signal Processing and Numerical 

Analysis, 2003. 

[3] Barabash O. et al.: Unmanned Aerial Vehicles Flight Trajectory Optimisation 

on the Basis of Variational Enequality Algorithm and Projection Method. IEEE 

5th International Conference Actual Problems of Unmanned Aerial Vehicles 

Developments – APUAVD, 2019, 136–139. 

[4] Bushev D. et al.: The Use of the Isometry of Function Spaces with Different 

Numbers of Variables in the Theory of Approximation of Functions. Carpathian 

Math. Publ. 13(3), 2021, 805–817. 

[5] Bushev D. N., Kharkevich Y. I.: Finding Solution Subspaces of the Laplace 

and Heat Equations Isometric to Spaces of Real Functions, and Some 

of Their Applications. Math. Notes 103(5-6), 2018, 869–880.  

[6] Kal’chuk I. V., Kharkevych Y. I.: Approximation of the classes by generalized 

Abel-Poisson integrals. Ukr. Math. J. 74(4), 2022, 575–585. 

[7] Kal’chuk I., Kharkevych Y.: Approximation Properties of the Generalized 

Abel-Poisson Integrals on the Weyl-Nagy Classes. Axioms 11 (4), 2022, 161. 

[8] Kharkevych Y. I.: Approximation Theory and Related Applications. Axioms 12, 

2022, 736. 

[9] Kharkevych Yu. I.: Exact Values of the Approximations of Differentiable 

Functions by Poisson-Type Integrals. Cybern. Syst. Anal. 59(2), 2023, 274–282. 

[10] Kharkevych Y. I.: On some asymptotic properties of solutions to biharmonic 

equations. Cybern. Syst. Anal. 58(2), 2022, 251–258. 

[11] Kharkevych Yu. I., Khanin O. G.: Asymptotic Properties of the Solutions 

of Higher-Order Differential Equations on Generalized Hölder Classes. Cybern. 

Syst. Anal. 59(4), 2023, 633–639. 

[12] Kharkevych Yu., Stepaniuk T.: Approximate properties of Abel-Poisson 

integrals on classes of differentiable functions defined by moduli of continuity. 

Carpathian Math. Publ. 15(1), 2023, 286–294. 

[13] Kravchenko Y. et al.: Intellectualisation of decision support systems 

for computer networks: Production-logical F-inference. 7th International 

Conference "Information Technology and Interactions", CEUR Workshop 

Proceedings, 2021, 2845, 117–126. 

[14] Kresin G., Maz’ya V.: Generalized Poisson integral and sharp estimates 

for harmonic and biharmonic functions in the half-space. Mathematical 

Modelling of Natural Phenomena 13(4), 2018, 37. 

[15] Kyrychok R. et al.: Development of a method for checking vulnerabilities 

of a corporate network using bernstein transformations. Eastern-European 

Journal of Enterprise Technologies 1(9)(115), 2022, 93–101.  

[16] Laptiev O. et al.: Development of a Method for Detecting Deviations 

in the Nature of Traffic from the Elements of the Communication Network. 

International Scientific and Practical Conference "Information Security 

and Information Technologies", 2021, 1–9. 

[17] Laptiev O. et al.: Weierstrass Method of Analogue Signal Approximation. IEEE 

4th KhPI Week on Advanced Technology – KhPIWeek, 2023, 1–6.  

[18] Laptiev O. et al.: Method of Determining Trust and Protection of Personal 

Data in Social Networks. International Journal of Communication 

Networks and Information Security – IJCNIS 13(1), 2021, 15–21 

[https://www.ijcnis.org/index.php/ijcnis/article/view/4882]. 



p-ISSN 2083-0157, e-ISSN 2391-6761      IAPGOŚ 2/2024      61 

[19] Laptiev O. et al.: Method of Detecting Radio Signals using Means of Covert 

by Obtaining Information on the basis of Random Signals Model. International 

Journal of Communication Networks and Information Security – IJCNIS 13(1), 

2021, 48–54 [https://www.ijcnis.org/index.php/ijcnis/article/view/4902]. 

[20] Laptiev O. et al.: The method of spectral analysis of the determination 

of random digital signals. International Journal of Communication Networks 

and Information Security – IJCNIS 13(2), 2021, 271–277.  

[21] Li X., Zhu J., Zhang S.: A meshless method based on boundary integral 

equations and radial basis functions for biharmonic-type problems. Applied 

Mathematical Modelling 35(2), 2011, 737751. 

[22] Lukova-Chuiko N. et al.: The method detection of radio signals by estimating 

the parameters signals of eversible Gaussian propagation. IEEE 3rd International 

Conference on Advanced Trends in Information Theory – ATIT, 2021, 67–70. 

[23] MacLeod A. J.: The efficient computation of some eneralized exponential 

integrals. J. Comput. Appl. Math. 148(2), 2002, 363–374. 

[24] Maloof M. A. et al.: Machine learning and data mining for computer security: 

methods and applications. Springer-Verlag, London 2006. 

[25] Ndinechi M. C., Onwuchekwa N., Chukwudebe G. A.: Algorithm for applying 

interpolation in digital signal processing systems. International Journal 

of Natural and Applied Sciences 5(2), 2009, 114–119. 

[26] Petrivskyi V. et al.: Development of a modification of the method 

for constructing energy-efficient sensor networks using static and dynamic 

sensors. Eastern-European Journal of Enterprise Technologies 1(9)(115), 2022, 

15–23.  

[27] Pichkur V. et al.: The Method of Managing Man-generated Risks of Critical 

Infrastructure Systems Based on Ellipsoidal Evaluation. IEEE 4th International 

Conference on Advanced Trends in Information Theory – ATIT, 2022, 

133–137 [https://doi.org/10.1109/ATIT58178.2022.10024244]. 

[28] Pichkur V., Sobchuk V.: Mathematical models and control design 

of a functionally stable technological process. Journal of Optimization, 

Differential Equations and Their Applications – JODEA 29(1), 2021, 1–11. 

[29] Radosevic A. et al.: Bounds on the information rate for sparse channels with 

long memory and i.u.d. inputs. IEEE Transactions on Communications 59(12), 

2011, 3343–3352. 

[30] Shi Z., Cao Y.: A spectral collocation method based on Haar wavelets 

for Poisson equations and biharmonic equations. Mathematical and Computer 

Modelling 54 (1112), 2011, 28582868. 

[31] Stepanets A. I.: Classification and Approximation of Periodic Functions. 

Kluwer, Dordrecht 1995. 

[32] Vaseghi S. V.: Advanced digital signal processing and noise reduction. 3rd ed. 

Chichester: John Wiley & Sons Ltd., 2006. 

[33] Zamrii I. et al.: The Method of Increasing the Efficiency of Signal 

Processing Due to the Use of Harmonic Operators. IEEE 4th International 

Conference on Advanced Trends in Information Theory – ATIT, 2022, 138–141 

[https://doi.org/10.1109/ATIT58178.2022.10024212]. 

[34] Zhyhallo T. V., Kharkevych Y. I.: Fourier Transform of the Summatory 

Abel-Poisson Function. Cybern. Syst. Anal. 58(6), 2022, 957–965.  

[35] Zhyhallo T. V., Kharkevych Yu. I.: On approximation of functions from 

the class by the Abel-Poisson integrals in the integral metric. Carpathian Math. 

Publ. 14 (1), 2022, 223–229. 

[36] Zhyhallo T. V., Kharkevych Yu. I.: Some Asymptotic Properties 

of the Solutions of Laplace Equations in a Unit Disk. Cybern. Syst. Anal. 59(3), 

2023, 449–456. 

 

 

 

 

 

D.Sc. Valentyn Sobchuk  

e-mail: sobchuk@knu.ua  

 

Professor of the Department of Integral 

and Differential Equations. 

Research interests: information technologies, 

functional stability of complex technical systems, 

stability theory, mathematical modeling. 

Author of nearly 150 publications. 

 

 

 

https://orcid.org/0000-0002-4002-8206 
 

M.Sc. Serhii Laptiev 

e-mail: salaptiev@gmail.com 

 

Ph.D. student. 

Research interests: protection of information 

resources of enterprises, blocking of information 

leakage channels, search and blocking of means 

illegal obtaining information. 

 

 

 

 

https://orcid.org/0000-0002-7291-1829 
 

M.Sc. Tetiana Laptievа 

e-mail: tetiana1986@ukr.net 

 

Ph.D. student. 

Research interests: protection of information 

resources of enterprises, blocking of information 

leakage channels, search and blocking of means 

illegal obtaining information. 

 

 

 

 

https://orcid.org/0000-0002-5223-9078 
 

D.Sc. Oleg Barabash 

e-mail: bar64@ukr.net  

 

Professor of the Department of Automation 

of Designing of Energy Processes and Systems. 

Research interests: Information Systems (Business 

Informatics), Computer Communications (Networks), 

Computer Security and Reliability, Electrical 

Engineering, Industrial Engineering. 

Author of nearly 300 publications. 

 

 

https://orcid.org/0000- 0003-1715-0761 
 

Ph.D. Oleksandr Drobyk 

e-mail: odrobik@ukr.net  

 

Director of the Scientific Center. 

Author of nearly 50 publications. 

 

 

 

 

 

 

 

https://orcid.org/0000-0002-9037-6663 
 

Ph.D. Andrii Sobchuk  

e-mail: anri.sobchuk@gmail.com  

 

Associate professor of the Department of Information 

and Cybernetic Security. 

Research interests: functional stability of complex 

technical systems, protection of information 

resources of enterprises, computer networks, 

industrial informatics. 

Author of nearly 40 publications. 

 

 

https://orcid.org/0000-0003-3250-3799 
 

 

https://orcid.org/0000-0002-4002-8206
mailto:salaptiev@gmail.com
https://orcid.org/0000-0002-7291-1829
mailto:tetiana1986@ukr.net
https://orcid.org/0000-0002-5223-9078
https://orcid.org/0000-0003-3250-3799

