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Abstract. This article explores techniques for the detection and classification of fish as an integral part of underwater environmental monitoring systems. 

Employing an innovative approach, the study focuses on developing real-time methods for high-precision fish detection and classification. 

The implementation of cutting-edge technologies, such as YOLO (You Only Look Once) V5, forms the basis for an efficient and responsive system. 
The study also evaluates various approaches in the context of deep learning to compare the performance and accuracy of fish detection and classification. 

The results of this research are expected to contribute to the development of more advanced and effective aquatic monitoring systems for understanding 

underwater ecosystems and conservation efforts. 
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WYKRYWANIE I KLASYFIKACJA RYB W CZASIE RZECZYWISTYM W ŚRODOWISKU 

PODWODNYM PRZY UŻYCIU YOLOV5: BADANIE PORÓWNAWCZE ARCHITEKTUR 

GŁĘBOKIEGO UCZENIA 

Streszczenie. Niniejszy artykuł bada metody wykrywania i klasyfikacji ryb jako integralną część podwodnych systemów monitorowania środowiska. 

Wykorzystując innowacyjne podejście, badania koncentrują się na opracowaniu metod w czasie rzeczywistym do bardzo dokładnego wykrywania i 
klasyfikacji ryb. Wprowadzenie zaawansowanych technologii, takich jak YOLO (You Only Look Once) V5, stanowi podstawę wydajnego i responsywnego 

systemu. Badanie ocenia również różne podejścia w kontekście głębokiego uczenia się, aby porównać wydajność i dokładność wykrywania i klasyfikacji 

ryb. Oczekuje się, że wyniki tych badań przyczynią się do rozwoju bardziej zaawansowanych i wydajnych systemów monitorowania zbiorników wodnych w 
celu zrozumienia podwodnych ekosystemów i wysiłków na rzecz ochrony przyrody. 

Słowa kluczowe: deep learning, YOLOv5, metody czasu rzeczywistego, ONNX, automatyczne wykrywanie i klasyfikacja ryb 

Introduction 

The advancement of real-time camera technology and artificial 

intelligence [5] has ushered in new opportunities in the fisheries 

industry [11, 16]. The combination of real-time cameras with 

artificial neural networks (ANN) and deep learning techniques 

[12] promises an efficient and accurate solution for real-time 

fish detecting [9]. The Artificial Neural Network (ANN) will then 

indicate whether the object in the camera’s image is a fish [22]. 

The real-time use of cameras combined with deep learning [25] 

will result in an integrated approach to detect and classify fish 

in underwater videos [13] thus, in the future, this research can 

be applied to underwater robot systems to analyze the behaviour 

of various fish species [3]. 

This research aims to implement real-time camera technology 

in conjunction with deep learning for direct fish counting 

in fisheries environments [16]. By harnessing the power 

of machine learning algorithms [21], this study not only seeks 

an efficient alternative to manual counting methods but also aims 

to pave the way for a more holistic and intelligent fisheries 

management approach. 

One way to manually count the number of fish is by placing 

several fish on a container placed above a water tank or pond, 

then pushing some fish into a channel and counting them one 

by one [17]. Meanwhile, fish counting using artificial intelligence 

technology, one of which involves the implementation 

of Artificial Neural Networks (ANN) [28]. Deep learning methods 

[8, 18] are employed to classify fish species [3, 8, 10, 13, 17, 18, 

21, 28]. Therefore, the use of real-time cameras combined 

with deep learning [26] can result in accurate and real-time 

fish counting. 

The results of fish classification can provide significant 

benefits in various aspects, including faster and more accurate 

identification of fish species [27], monitoring fish populations,

and supporting fisheries resource management to maintain 

environmental sustainability and ensure an adequate supply 

of fish for communities [4]. 

1. Theoretical background 

The current technological advancements have significant 

impacts on various sectors [15], including the cultivation of flora 

and fauna. The use of artificial neural networks has achieved 

great success, particularly in handling text, images, videos, 

and so forth [7]. Furthermore, the use of artificial neural networks 

can be employed in sorting machines and the classification 

of fruit ripeness [1]. Furthermore, the advancement of artificial 

intelligence can be applied in robotics systems to recognize human 

faces in real-time using cameras [23], by embedding a database 

into the system, enabling the robot’s camera to recognize these 

facial patterns. 

1.1. You Look Only Once (YOLO) v5 

YOLO (You Only Look Once) [20] is a renowned object 

detection model known for its high speed and efficient approach 

to address issues present in traditional architectures [29]. 

In YOLO, object detection and class probability predictions 

are performed directly on the image with a single evaluation [14], 

avoiding the complexity of conventional detection pipelines. 

YOLO v5, as the latest iteration, continues to improve 

performance and accuracy by utilizing regression as the detection 

approach and optimizing the network architecture. With 24 

convolutional layers followed by 2 fully connected layers [6], 

the model is capable of making global predictions about 

the image, resulting in fewer false positive predictions. 

As shown in Fig. 1. 
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Fig. 1. The Architecture of YOLO [20] 

In Fig. 1, it can be observed that the alternating 

1×1 convolutional layers are used to reduce the feature space 

from the previous layers [20]. Pretraining is conducted 

on the convolutional layers for the ImageNet classification task 

with half resolution (224×224 input images), and then 

the resolution is doubled for the detection process [20]. 

In addition, YOLO can also be applied to detect objects in water 

[2] and doing it in real-time object detection in videos 

on embedded devices [24]. 

1.2. Evaluation of model 

The commonly used evaluation metric is accuracy, which 

measures how often the model provides correct predictions 

in classifying images of an object. This accuracy approach 

is calculated by dividing the number of correct predictions 

by the total number of samples [19]. The commonly used metrics 

in cases of image classification when the number of positive 

and negative samples is imbalanced include precision, recall, 

and F1-Score. 

Precision is one of the essential evaluation metrics in assessing 

the performance of a classification system. Precision provides 

an insight into how accurately the model identifies positive 

outcomes. The precision formula is expressed as: 

 Precision
TruePositive

TruePositive FalsePositive




 (1) 

Precision measures, among all the model’s positive 

predictions, what percentage is truly relevant or correct. High 

precision indicates that the model tends to provide accurate 

positive predictions and minimizes false positive predictions. 

Recall, also known as Sensitivity or True Positive Rate, 

is a crucial evaluation metric in assessing the performance 

of a classification system. Recall provides an insight into how well 

the model can recognize all positive outcomes that should 

be identified. The recall formula is expressed as: 

 Recall
TruePositive

TruePositive FalseNegative




 (2) 

Recall measures, among all the actual positive instances, what 

percentage is successfully identified by the model. High recall 

indicates that the model can detect most of the actual positive 

instances. 

 Specificity
TrueNegative

FalseNegative TrueNegative




 (3) 

Specificity indicates the model’s ability to correctly classify 

all negative outcomes. Meanwhile, F1-Score provides a balanced 

measurement between precision and recall by combining. 

F1-Score provides a holistic overview of the model’s performance 

by considering both aspects. F1-Score is calculated using 

the harmonic mean of precision and recall: 

  

 

2 Precision Recall
F1-Score

Precision Recall

 




 (4) 

F1-Score has a range of values between 0 and 1, where a value 

of 1 indicates perfect performance with optimal precision 

and recall. F1-Score is particularly valuable when there 

is an imbalance between positive and negative classes 

in the dataset, as it can provide a more accurate representation 

of the overall model performance. 

In its application context, F1-Score is commonly used 

in various fields, including image processing, object detection, 

and evaluating the performance of classification models 

in imbalanced class scenarios. 

2. Experimental method 

2.1. The method and system for fish classification 

In this experimental method, we attempted to collect samples 

of goldfish (Carassius auratus) and koi fish (Cyprinus 

rubrofuscus), totalling 44 samples for each type of fish. 

Subsequently, the fish samples were classified using Roboflow 

and YOLO to generate an .onnx file, which is a deep learning 

model file. Next, to test the samples, a testing program was 

developed using Python. 

 

Fig. 2. Illustration of a classification system 

Fig. 2 illustrates the flow conducted during the research. 

Firstly, collecting samples of goldfish and koi fish to be used 

as a database. Subsequently, the fish samples will be classified 

using Roboflow and YOLOv5, to produce a fish classification 

model created in the ONNX format. Next, the model is tested 

using fish and non-fish objects. 

2.2. Method for real-time fish observation 

In the experimental process of real-time fish classification 

using YOLOv5, we commenced by gathering diverse samples 

of goldfish (Carassius auratus) and koi fish (Cyprinus 

rubrofuscus), totalling 44 samples for each species. Subsequently, 

these fish samples underwent classification employing Roboflow 

and YOLOv5, resulting in the creation of an ONNX file – a deep
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learning model file. The webcam was then utilized to capture real-

time images of fish objects, with the Python programming 

language being employed to process the webcam recordings. 

This processing incorporated the previously generated ONNX file 

as the learning model. 

The devices used for fish classification include a 1080-pixel 

HD camera, an Intel Core i3 processor, samples of koi fish 

(Cyprinus rubrofuscus) and goldfish (Carassius auratus), 

and Python 3.9. Each device serves its respective function, 

collectively forming a system for fish classification as depicted 

in Fig. 3. 

 

Fig. 3. Implementation in real-time fish detection 

Fig. 3 illustrates the implementation of the YOLOv5 

classification results. The webcam will capture real-time images 

of fish objects, and the output from the webcam recording will be 

processed in a Python program, where the ONNX file has been 

incorporated as the learning model. Subsequently, the system will 

display images of fish on the monitor, complete with the type 

of fish captured by the camera. The system successfully displayed 

real-time images of detected fish, accompanied by their respective 

species, on the monitor. Additionally, we optimized the model 

for improved speed and accuracy, evaluating performance metrics 

such as response time and accuracy rate. The real-time 

fish classification system demonstrates potential applications in 

fisheries monitoring, environmental research, and the aquaculture 

industry, paving the way for ongoing advancements in accuracy 

and technological integration. 

3. Result and discussion 

3.1. The YOLOv5 classification process 

The Precision and Recall curve is a powerful visual tool 

for evaluating the performance of object detection models like 

YOLOv5. Precision and Recall are two key metrics used 

to measure how well the model can correctly identify objects 

and how many positive objects are overlooked. The precision 

and recall graph of goldfish and koi, as indicated in Fig. 4. 

In conclusion, the Precision and Recall curve in Fig. 4 serves 

as a crucial tool for evaluating and optimizing the YOLOv5 

model’s performance in detecting goldfish and koi fish, providing 

insights for fine-tuning the model based on specific application 

requirements. 

The next step to optimize the model balance for goldfish and 

koi fish detection utilizes the F1-Score, calculated with the 

formulation that integrates precision and recall. This process 

results in a graph, as seen in Fig. 5. 

 

  

a) b) 

Fig. 4. The precision and recall graph of goldfish and koi: a – precision curve, b – recall curve 
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Fig. 5. The F1-Score curve for the goldfish and koi fish model 

Fig. 5 the curve visually represents the outcomes 

of this calculation, offering insights into the model’s performance 

in achieving an optimal balance between precision and recall. 

It aids in determining the optimal detection threshold for this 

fish detection application. 

3.2. Application in the fish detection system 

The YOLOv5 fish detection application utilizes a deep 

neural network to rapidly and accurately detect fish in images, 

involving training the model with a properly annotated dataset 

and evaluating performance using metrics such as precision, 

recall, and mAP. 

In this project, only two types of fish are classified: koi 

fish (Cyprinus rubrofuscus) and goldfish (Carassius auratus). 

The webcam will capture real-time images of fish in the aquarium. 

Subsequently, the captured images will be processed 

on the computer through Python programming, distinguishing 

between fish and other objects in their surroundings. The results 

of fish classification can be observed in Fig. 6. 

 

Fig. 6. Classification results of Koi fish Cyprinus rubrofuscus) 

Fig. 6 represents the results of fish detection using YOLOv5 

by classifying fish types. From the image, koi fish (Cyprinus 

rubrofuscus) is detected with an accuracy of 57%. Subsequently, 

testing is also conducted on the goldfish (Carassius auratus) type, 

as shown in Fig. 7. 

 

Fig. 7. Classification results of Golden fish (Carassius auratus) 

Fig. 7 shows the results obtained after detecting goldfish. 

The processing of goldfish figure yielded a result of 64%. 

The accuracy percentage of fish is influenced by the visibility 

range and 5 water clarity, which significantly affect the camera. 

Water turbidity will consistently reduce the capture results 

of objects by the camera. 

In this research, there is a constraint in observing fish because 

the displayed images on the monitor always experience 

delays due to insufficient computer processor specifications. 

To maximize the fish observation process, supporting devices 

such as a high-resolution camera and a computer with a fast 

processor specification are required. 

4. Conclusion 

Classification of fish underwater holds great potential 

for providing new insights in the development of underwater 

sciences. The use of YOLOv5 in fish classification, with 

the evaluation of metrics such as Precision, Recall, and F1-Score, 

demonstrates satisfactory object detection capabilities, 

enabling model optimization to achieve a balance between 

accuracy and detection completeness. To obtain optimal results 

in fish observation underwater, a high-speed processor 

is essential to ensure uninterrupted display of images. 
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