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Abstract 

Early detection for COVID-19 has now been widely developed. One of the methods used is cough audio detection. This 

research aims to classify cough audio. Audio feature extraction is performed using Mel Frequency Cepstral Coefficients 

(MFCC) to obtain numerical features. Feature classification uses SVM, Random Forest, and Naive Bayes methods. 

Evaluation is done to find the best classification method. The evaluation results in this study show that SVM Kernel 

RBF produces the best evaluation value with an AUC value of 0.657715. 
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Streszczenie 

Wczesne wykrywanie COVID-19 zostało obecnie szeroko opracowane. Jedną z zastosowanych method jest wykrywa-

nie dźwięku kaszlu. Badania te mają na celu klasyfikację dźwięku kaszlu. Ekstrakcję próbek audio wykonano przy 

użyciu Mel Frequency Cepstral Coefficients (MFCC) w celu uzyskania cech numerycznych. Klasyfikacja cech odbywa 

się przy użyciu metod SVM, Random Forest i Naive Bayes. Wyniki oceny w tym badaniu pokazują, że SVM Kernel 
RBF daje najlepszą wartość oceny z wartością AUC wynoszącą 0.657715. 
Słowa kluczowe: dźwiękowy kaszel; SVM; losowy las; Naiwny Bayes 
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1. Introduction 

Techniques in detecting Covid-19 in patients have de-

veloped from rapid antigens and swab tests to thorax 

images with the Convolutional Neural Network (CNN) 

is method [1]. One of the new methods for Covid-19 

detection can be done through cough audio. Classifica-

tion is also applied to cough audio detection as a new 

method of Covid-19 detection. Cough audio is pro-

cessed into images and classified with the CNN method 

[2].  

Audio can be converted into other forms, including a 

spectrum image. Spectrum graphic images are generated 

from the audio frequency with color to represent the 

intensity of the signal carried [3]. The graph of the au-

dio signal can be extracted into vectors to be used in 

classification. The extraction uses Mel Frequency 

Cepstral Coefficients (MFCC) so that important infor-

mation related to the audio signal is still carried [4]. 

MFCC was compared with Zero Crossing Rate (ZCR) 

and Linear Predictive Coding (LPC) on voice samples, 

and it found that MFCC had better results [5]. 

Support vector machine (SVM) research with Linear 

and Radial Basic Function (RBF) kernels can classify 

MFCC extraction on Linear kernels with 92.5% accura-

cy while RBF kernels with 52.6% accuracy [6]. The 

accuracy value of 83% obtained from the classification 

results of the SVM method is better than Naive Bayes 

on unbalanced data. In contrast, the accuracy value of 

87% on balanced data obtained from the classification 

results of the Naive Bayes method is better than 

SVM.[7]. Based on research [8], music genre detection 

was performed on music audio data with the random 

forest method and obtained 80.28% accuracy. 

The results obtained from previous research still re-

quire further development in the early detection of 

Covid-19 so that a system is needed that is faster and 

easier to detect Covid-19. This dataset has never been 

used for related research before. 

The purpose of this research is to determine the per-

formance of machine learning on the classification of 

covid-19 cough sounds, namely: 

1. What is the classification performance of SVM 

using a combination of parameters and kernels 

on MFCC extraction? 

2. What is the classification performance using a 

combination of n parameters of the Random For-

est estimator? 

3. What is the classification performance of the Na-

ïve Bayes model? 

2. Literature overview 

Random forest classification of music audio genres 

using music audio data on GitHub, which has 26 fea-

tures and ten labels with a total of 1000 data, obtained 

75% accuracy by determining the number of trees, 72% 

accuracy obtained from determining three different 
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parameters, 82% accuracy obtained from determining 

four different parameters [8].  

Audio segmentation with MFCC feature extraction 

uses two types of data: balanced and unbalanced. The 

best accuracy value for unbalanced data is 0.83 using 

SVM, and the best value for balanced data is 0.87 using 

Naïve Bayes [7]. Audio cough detection of coswara and 

sarcos data amounted to 1079 healthy data and 92 posi-

tive data in the Coswara dataset, while 26 negative data 

and 18 positive data for the Sarcos dataset. The dataset 

is classified with several algorithms, including LR, 

SVM, KNN, MLP, CNN, LSTM, and Resnet 50, and 

then a comparison is made with the best results on Res-

net 50 getting an AUC value of 0.96 while SVM is 

0.815 [9]. 

Research by Matin and Valles [3] The accuracy value 

obtained is 77% on the recognition of autism children's 

and classified with SVM.  Covid-19 detection using the 

DiCOVA dataset, data in the form of cough audio as 

many as 1040 records with 75 records of cough sounds 

of Covid-19 sufferers using SVM and Random Forest 

classification with Z-score normalization obtained AUC 

random forest value 82.15 and SVM AUC value 85.05 

[10]. Detection of respiratory disorders in COVID pa-

tients collected by medical students using MFCC and 

spectrogram feature extraction obtained CNN accuracy 

increased from 87.04% to 96.38% [11]. 

3. Experiment Setting 

3.1. Environment and Libraries 

The hardware and supporting software specifications 

used in this research can be seen in Table 1. 

Table 1: Specification of the computer 

Hardware 

name Version/description 

CPU Intel(R) Core (TM) i7-9750H  

GPU NVIDIA GeForce GTX 1650  

RAM 24 GB DDR4 2666Hz 

GPU Driver NVIDIA 526.98 

Software 

OS Windows 11 pro 

package 

matplotlib 3.5.3 

scikit-learn 1.0.2 

numpy 1.21.6 

torch 1.13.0 

pandas 1.3.5 

librosa 0.10.0.post2 

3.2. Classification used 

This research will focus on processing cough audio 

data, extracted into images with Spectrogram and 

MFCC converts spectrogram images into numeric. 

Spectrograms images are segmented into frames, each 

representing the distribution of frequency energy. The 

frequency domain is transformed into the Mel domain, 

followed by applying the Discrete Cosine Transform 

(DCT) to the logarithm of the Mel filter bank, resulting 

in cepstral coefficients representing the audio signal. 

These MFCC coefficients serve as features for audio 

analysis and recognition. formula (1) can be used in 

convert spectrogram images to numeric with MFCC  

[12]. 𝑴𝑭𝑪𝑪(𝒏, 𝑚) = 1𝑁 ∑ log( ∑ 𝑋(𝑘, 𝑛)𝑒−𝑗2𝜋𝑘𝑚/𝑁𝑁−1𝑘=0 )𝑁−1𝑘=0 𝐻𝑚(𝑘) (1) 

When n is audio frame, m is cepstral coefficient, N is 

number of frames used in the fast Fourier transform, 

X(k,n) is FFT value of frame n at frequency k, and Hm(k) is filterbank Mel ke-m at frekuensi-k. 

The extracted data will be classified using three 

classification methods, namely SVM, Random Forest, 

and Naive Bayes. 

In SVM, hyperplane optimization can be done by 

optimizing parameters. One of the parameters that can 

be optimized is the parameter C [13]. SVM is a learning 

system to make predictions in classification cases. SVM 

can be used formula (2) in linear cases [6].  𝑲(𝑥𝑖 , 𝑥𝑗) = 𝑥. 𝑦 (2) 

When K is kernel used on SVM, x and y is points in 

the data that form a vector representing values in the 

classification. 

The use of kernels in SVM can be used for data clas-

sification needs that cannot be solved in a linear way. 

One of these kernels is RBF. the following formula (2) 

is used in the RBF kernel SVM equation [14]. 

 𝑲(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝 (− ‖𝑥𝑖 − 𝑥𝑗‖22𝜎2 ) (3) 

When K is kernel used on SVM, x and y is points in 

the data that form a vector representing values in the 

classification, and σ is parameters used in the RBF ker-

nel. 

Random Forest is a form of decision tree developed 

as a solution to overfitting in decision trees. Random 

forest is run by performing the regular random selec-

tion. The following formula (3) is used in Random 

Fores equation [8]. Random Forest is built to minimize 

bias, and in the construction of each tree, no pruning is 

done and done randomly [15].  

 𝐺𝑖𝑛𝑖 (𝑆) = 1 − ∑ 𝑝𝑖2 𝑘 𝑖 = 1 (4) 

When pi is the probability of S belonging to class i 

Naive Bayes is one of the classification methods. 

This method is considered simple and easy to use. In 

using Naive Bayes, not too much experimental data is 

needed. Formula (5) is used in Naive bayes equation 

[7]. 𝑝(𝐶|𝐹1, … , 𝐹𝑛) = 𝑝(𝐶)𝑝(𝐹1, … , 𝐹𝑛|𝐶)𝑝(𝐹1, … , 𝐹𝑛)  (5) 

When 𝑝(𝐶|𝐹1, … , 𝐹𝑛) is the posterior probabil-

ity, 𝑝(𝐶) is the prior probability of class C, 𝑝(𝐹1, … , 𝐹𝑛|𝐶) is the probability likelihood, and 
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𝑝(𝐹1, … , 𝐹𝑛) is the prior probability of the in-

stance (𝐹1, … , 𝐹𝑛). 

3.3. Used dataset 

The dataset used in this research is the COVID-19 

Cough Classification data from Alex Wer22ben's 

Kaggle. The number of cough sound datasets is 1926 

audio with two labels, namely 1284 Healthy cough 

sounds and 642 Covid-19 cough sounds. 

Figure 1 and 2 shows the shape of the cough audio 

data in the dataset used, , with the x-axis displaying the 

audio frequency value while the y-axis displays the 

audio time value. Figure 1 is audio with the label 

healthy, and Figure 2 is audio with the label covid-19. 

 

Figure 1: Audio data image healthy label. 

 

 
Figure 2: Audio data image covid label. 

The audio data is equalized to 5 seconds in duration 

and then made into a spectrogram image. Figure 3 pre-

sents the spectrogram processing results of the audio 

data with the healthy class. 

 

Figure 3: Spectrogram image of labelled healthy audio. 

Figure 4 presents the results of processing the Spec-

trogram of audio data with the covid-19 class. The two-

dimensional image produced in the Spectrogram is 

based on the frequency of the audio.  

 
Figure 4: Spectrogram image of covid label. 

 The colors used in the image represent the altered 

audio frequency information. The results of the Spec-

trogram are then extracted into numerical data using 

MFCC. The resulting data includes 26 features.   

3.4. Research Flow 

Figure 5 shows the research flow used in this study as 

follows: 

  

 

Figure 5: Research flow. 
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In the initial stage, data will be taken from Kaggle as 

audio. The data is preprocessed by cutting it with the 

same duration of five seconds. Once the data has the 

same duration, the audio data is divided into small seg-

ments that represent frequencies and measure their con-

tribution. All segments are assembled into a 2D image 

with the x-axis representing time, the y-axis represent-

ing frequency, and the color or intensity representing 

the amplitude or power of the frequency component at 

each time. Darker areas indicate higher frequency ener-

gy [16]. The image represents time, the other axis repre-

sents frequency, and each point's color indicates the 

points' amplitude[17]. The image data is extracted again 

using MFCC to convert the voice data into structured 

numerical data with 26 extracted features. 

Division of training and testing data of MFCC flare 

feature extraction results using K-fold Cross Validation 

to minimize overfitting [18]. The K value used is ten, 

dividing the data into ten partitions with the same num-

ber[19]. The classification methods used are SVM, 

Random Forest, and Naive Bayes. 

The classification results are evaluated using the 

Confusion matrix because the data is not balanced, so 

the value used as a reference is AUC [20]. Classification 

evaluation is based on True Positives (TP), True Nega-

tives (TN), False Positives (FP) and False Negatives 

(FN) and is calculated according to the performance 

calculation used [21]. A comparison of AUC value 

evaluation is carried out to determine the best classifica-

tion used in the early detection of covid-19 from cough 

audio. 

4. Result 

The results of this study were obtained from 4 classifi-

cation methods and each classification was carried out 

10 experiments. The following are the results obtained. 

Figure 6 presents the AUC results of linear SVM given 

changes in the value of C from 0.1 to 1.0, and the best 

results were found in SVM Linear C: 0.9 with an AUC 

of 0.60. the following confusion matrix results from the 

best parameters. 

 

 

Figure 6: Linear SVM AUC Results. 

Figure 7 presents the confusion matrix results of the 

SVM kernel linear. The following confusion matrix 

results are obtained from SVM kernel linear classifica-

tion at the gamma scale parameter and C: 0.9. 

 

 

Figure 7: Confusion matrix SVM Linear. 

Figure 8 presents the AUC results of SVM RBF giv-

en a change in the value of C from 0.1 to 1.0 and found 

the best results in SVM RBF C: 0.9 with an AUC result 

of 0.66. the following confusion matrix results from the 

best parameters. 

 

Figure 8: SVM RBF AUC Results. 

Figure 9 presents the confusion matrix results of the 

RBF kernel SVM. The following confusion matrix 

results are obtained from SVM kernel RBF classifica-

tion at the gamma scale parameter and C: 0.9. 

 

 

Figure 9: Confusion matrix SVM RBF. 

Figure 10 presents the AUC results of Random For-

est. The n estimator parameter is a parameter used to 

determine the number of trees to be made in performing 

random forest classification. Given changes in the value 

of the n estimator from 10 to 100, the best results were 

found in the random forest n estimator 100 with an 
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AUC result of 0.61. the following confusion matrix 

results from the best parameters. 

 

 

Figure 10: Random Forest AUC Results. 

 

Figure 11 presents the confusion matrix results of 

Random Forest and those obtained from Random forest 

classification at parameter n estimator 100.  

 

Figure 11: Confusion matrix Random Forest. 

Figure 12 below is the confusion matrix result ob-

tained from the Naive Bayes classification, which gets 

an AUC result of 0.64. 

 

 

Figure 12: Confusion matrix Naive Bayes. 

Table 2 shows the comparison results between the 

AUC values of each classification method used.  

 

Table 2: Comparison of AUC values 

Method AUC 

Support Vector Machine RBF 0.66 

Support Vector Machine Linear 0.60 

Random Forest 0.61 

Naive Bayes 0.64 

 

The order of AUC values in Table 2 is SVM kernel 

RBF 0.66, Naive Bayes with 0.64, Random Forest with 

0.61, and SVM Linear with 0.60. Figure 13 displays a 

comparison chart of the AUC values of each classifica-

tion method used. 

 

Figure 13: Chart Comparison of AUC values. 

5. Conclusions 

The conclusion is that using different classifications can 

produce different values in each AUC value obtained, 

and changes in parameters can provide changes to the 

results obtained. In SVM, the changed parameter value 

increases the value of the results obtained, while in 

Random Forest, several parameters increase and de-

crease. 

This study found that SVM classification with RBF 

kernel is considered the best for early detection of 

covid-19 in cough audio, while for Linear SVM, there is 

still overfitting based on the confusion matrix results 

obtained.  

For future research, it is recommended to try using 

deep learning, such as Convolutional Neural Networks 

(CNN). Further research can also add normalization to 

the data, using hyperparameters and adding extraction 

methods. Data can be normalized with min-max and Z-

Score. As for hyperparameters, they can be used to get 

better results. That can be added to the extraction stage 

in the form of Chroma Constant-Q Transform, Chroma 

Energy Normalized Statistics, Chroma Variable-Q 

Transform, Mel Spectrogram, Spectral Contrast, Poly 

Features, Tonnetz and others. 
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