JCSI 37 (2025) 436442
JOU NAL Received: 25 June 2025

COMPUTER SCIENCES INSTITUTE Accepted: 19 August 2025

The impact of Al use on the performance of chess engines

Wplyw zastosowania sztucznej inteligencji na skutecznos¢ silnikow
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Abstract

This paper presents a comprehensive comparative analysis of chess engines with particular focus on artificial intelligence
technologies used in their implementation. Six engines were examined, representing various algorithmic approaches —
from classical heuristic methods to advanced neural networks and reinforcement learning. Experiments were conducted
for three different starting positions and with three time controls. The results clearly indicate the superiority of engines
utilizing advanced machine learning techniques, which achieved the highest effectiveness in all tested conditions. The
conducted research provides valuable information about the impact of applied Al technologies on the playing strength of
chess engines in diverse conditions.
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Streszczenie

Niniejsza praca przedstawia kompleksowa analiz¢ porownawcza silnikow szachowych ze szczegdlnym uwzglednieniem
zastosowanych w nich technologii sztucznej inteligencji. Badaniu poddano sze$¢ silnikow reprezentujgcych rozne
podejscia algorytmiczne — od klasycznych metod heurystycznych po zaawansowane sieci neuronowe i uczenie ze wzmoc-
nieniem. Eksperymenty przeprowadzono dla trzech réznych pozycji startowych oraz przy trzech kontrolach czasu.
Wyniki jednoznacznie wskazuja na przewagg silnikow wykorzystujacych zaawansowane techniki uczenia maszynowego,
ktore osiagaty najwyzsza skuteczno$¢ we wszystkich testowanych warunkach. Przeprowadzone badania dostarczaja in-
formacji na temat wpltywu zastosowanych technologii Al na ogdlng site gry silnikéw szachowych w réznorodnych
warunkach.
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1. Wstep Integralnym elementem oceny sity zardéwno ludzi, jak
i silnikéw szachowych jest system rankingowy Elo [1].
Ten matematyczny model pozwala na okreslenie po-
ziomu gracza na podstawie wynikow rozegranych partii.
Wprowadzenie tego systemu znaczaco utatwito porow-
nywanie zawodnikow oraz silnikéw, stanowiac podstawe
do obiektywnej oceny ich mozliwosci.

Celem badan jest przeanalizowanie wybranych silni-
koéw szachowych pod wzgledem wykorzystanych technik
sztucznej inteligencji oraz wylonienie najlepszych z nich
na podstawie liczby wygranych partii. Kazdy z silnikow
mierzy si¢ z pozostaltymi w réznych pozycjach starto-
wych, aby oceni¢ wszystkie aspekty dziatania poszcze-
gblnych rozwiazan. Silniki rozgrywajg partie miedzy
sobg z réznym tempem gry (np. 1 minuta + 1 sekunda za
wykonany ruch lub 3 minuty + 2 sekundy za ruch). Takie
podejscie pozwoli sprawdzi¢, czy dana technika uczenia
dziata lepiej w zaleznosci od dostgpnego czasu na wybor
najlepszego posunigcia.
W ramach przeprowadzanych badan postawiono naste-
pujace hipotezy badawcze:

e HIl: Technika uczenia silnika szachowego wptywa na
jego site gry i zrozumienie pozycji,

Szachy sg uznawane za jedng z najstarszych strategicz-
nych gier, ktorych pozornie proste zasady prowadza do
niesamowitych mozliwosci taktycznych. Rozgrywka od-
bywa si¢ na 64-polowej szachownicy, na ktorej kazdy z
dwaoch graczy posiada 16 bierek, w sktad ktorych wcho-
dza pionki i figury przemieszczajace si¢ w okre§lony spo-
sob. Celem gry jest zdobycie przewagi, aby finalnie po-
zbawi¢ ruchu kroéla przeciwnika. Proby zrozumienia
planu przeciwnika lub kreowanie wlasnego ataku czynia
te gre prawdziwym wyzwaniem intelektualnym o nie-
zwyktym stopniu ztozonosci.

Z biegiem czasu opracowywano algorytmy, ktore
mialy zapewnia¢ jak najwigksza skutecznos$¢ i doktad-
no$¢ gry. Wraz z rozwojem technologii powstawaty sil-
niki szachowe, czyli programy symulujace ludzka gre.
Poczatkowo nie byly one w stanie rywalizowac
z najlepszymi szachistami. Jednak dzigki wykorzystaniu
zaawansowanych algorytmow oraz technik uczenia ma-
szynowego, niektore silniki osiagnety poziom gry, ktory
znacznie przewyzsza mozliwosci nawet najwybitniej-
szych arcymistrzow (arcymistrz to najwyzszy tytul sza-
chowy).
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e H2: Tempo gry wplywa na doktadno$¢ gry silnika
szachowego,

e H3: Poczatkowe ulozenie figur na szachownicy
wplywa na doktadnos¢ gry silnika szachowego.

2. Przeglad literatury

Postgp w dziedzinie sztucznej inteligencji oraz rozwoj
zaawansowanych algorytméw obliczeniowych zrewolu-
cjonizowat sposdb projektowania i optymalizacji silni-
kéw szachowych. W przegladzie literatury skupiono si¢
na kluczowych badaniach analizujacych réznorodne po-
dejécia do tworzenia i doskonalenia tych silnikow, ze
szczegblnym uwzglednieniem wykorzystania AI. Omo-
wione zostang zaréwno klasyczne algorytmy heury-
styczne, jak i nowoczesne metody oparte na gigbokim
uczeniu i uczeniu ze wzmocnieniem.

Maciej Sojka w swoim artykule przeprowadza szcze-
gbétowe poréwnanie wydajnosci wybranych silnikéw sza-
chowych, koncentrujac si¢ na réznicach pod wzglgdem
sity gry oraz zuzycia zasobow sprz¢towych [2]. Autor
podkresla znaczenie wyboru odpowiedniego silnika w
zaleznos$ci od konkretnych zastosowan, takich jak analiza
gry czy gra symulacyjna. Porownuje silniki szachowe
podczas klasycznych partii szachowych, ale takze w wa-
riancie Chess960 [3] oraz z pozycji wygranej dla czar-
nych bierek. Dzigki temu testuje silniki w r6znych, skom-
plikowanych sytuacjach.

Jednym z kluczowych przetoméw w dziedzinie silni-
kéw szachowych jest algorytm AlphaZero przedsta-
wiony przez D. Silvera i wspotautorow [4]. Wykorzystu-
jac technike uczenia ze wzmocnieniem, algorytm opano-
wuje gre w szachy bez wcze$niejszej wiedzy, demonstru-
jac potencjal uniwersalnych algorytméw Al w rozwiazy-
waniu ztozonych probleméw decyzyjnych. Rozwinig-
ciem tej pracy s3 badania T. Zahavy’ego et al. [5], ktore
wprowadzaja element kreatywnosci do AlphaZero, roz-
szerzajac mozliwo$ci Al poza tradycyjne strategie. We-
dlug autorow, przyszte badania moga prowadzi¢ do no-
wych odkry¢ w dziedzinie strategii szachowych, co zo-
stato juz potwierdzone, gdy AlphaZero zdominowata
inne silniki.

Szczegdlne znaczenie majg badania nad metodami
heurystycznymi i ich wydajnoscia. W. B. Putra
i L. Heryawan wykazali, jak algorytm alfa-beta ogranicza
przestrzen przeszukiwan w analizie strategicznej [6]. Jest
to najpowszechniej stosowany algorytm
w logicznych grach planszowych. Polega na ,,odcinaniu”
zbednych galtezi w drzewie przeszukiwan.

Rozwdj silnikow szachowych opartych na uczeniu
maszynowym omowili M. Block et al. [7], wskazujac na
efektywno$¢ uczenia ze wzmocnieniem w dynamicznej
poprawie strategii poprzez adaptacje do zmieniajacych
si¢ warunkow i strategii przeciwnika. Jednak wedtug au-
toréw proces treningu wymaga optymalizacji, aby skré-
ci¢ czas potrzebny na osiagnigcie efektywnosci. Yu Nasu
skoncentrowat si¢ na  sieciach  neuronowych
w ocenie pozycji w komputerowym shogi (japonska od-
miana szachow), co pozwala na efektywniejsze dostoso-
wywanie modeli do nowych danych bez koniecznosci
ponownego trenowania [8]. Autor dostrzega potencjat

wykorzystania uczenia maszynowego w strategicznych
grach planszowych. Podobny kierunek reprezentuja ba-
dania Chi S.Y.G., ktore eksploruja zastosowanie glgbo-
kich sieci rezydualnych w wariancie Crazyhouse Chess.
Ten wariant jest bardziej skomplikowany od klasycznego
i wymaga specyficznych metod analizy, w ktorych Res-
Net wykazuje przewage [9].

Q. A. Sadmine, A. Husna i M. Miiller przeanalizowali
efektywnos¢ silnikéw Stockfish i Leela Chess Zero
w poréwnaniu z tabelami koncowek [10]. Ich badania
podkreslaja réznice w podejséciu obliczeniowym oraz za-
stosowania obu silnikow. Stockfish wykazal si¢ wyzsza
doktadnosciag w klasycznych koncowkach, podczas gdy
Leela Chess Zero okazata si¢ bardziej elastyczna
w adaptacji do r6znych strategii koncowek.

Rozwdj silnikéw szachowych opartych na sztucznej
inteligencji stanowi niezwykle dynamicznie rozwijajaca
si¢ dziedzing nauki, w ktdrej roznorodne podejscia wza-
jemnie si¢ uzupelniaja. Badania ukazuja nie tylko poten-
cjat Al w optymalizacji gry, ale takze jej zastosowanie w
szerszym kontekscie analizy strategiczne;.

3. Metoda badan

Badania zostaty przeprowadzone na komputerze wypo-
sazonym w karte graficzng NVIDIA GeForce GTX 1080,
procesor Intel Core 17-8700, 16 GB pamigci RAM oraz
system operacyjny Windows 10. Taka konfiguracja
sprzgtowa zapewniata odpowiednia wydajnos¢ do uru-
chamiania i analizowania partii rozgrywanych przez sil-
niki szachowe, bez ryzyka ograniczen wydajno$ciowych
wplywajacych na wyniki eksperymentu.

Do przeprowadzenia badan nad silnikami szacho-
wymi wykorzystano program LucasChess [11], ktory jest
zaawansowanym zestawem narzgdzi dedykowanych
grze, nauce i treningowi szachowemu. Program oferuje
funkcje umozliwiajace tworzenie turniejow pomiedzy
réznymi silnikami szachowymi, co pozwala na ich po-
réwnanie w kontrolowanych warunkach. Badania obej-
muja testowanie silnikow w niestandardowych pozy-
cjach poczatkowych (ze straconym tempem przez biate
oraz pozycja z losowo ustawionymi figurami na ostatniej
linii), co pozwala sprawdzi¢ zdolnosci adaptacyjne
i kreatywno$¢ silnikow w sytuacjach wykraczajacych
poza klasyczne partie szachowe. Taki podzial ekspery-
menté6w  umozliwia  dokladna oceng mocnych
i stabych stron réznych silnikow szachowych, uwzgled-
niajac zarowno ich teoretyczne mozliwosci, jak i prak-
tyczng efektywno$§¢ w nietypowych scenariuszach.

Turnieje zostaly przeprowadzone w trzech kontro-
lach czasu: 1 minuta + 1 sekunda, 3 minuty + 2 sekundy
oraz 5 minut + 2 sekundy (czas podstawowy przystugu-
jacy zawodnikowi na rozegranie partii + czas bonusowy,
dodawany po wykonaniu kazdego posunigcia).
W ten sposob powstato 9 konfiguracji (trzy tempa roz-
grywki dla trzech typow pozycji), gdzie dla kazdej utwo-
rzono oddzielny turniej, w ktorym silniki szachowe roze-
graty po 10 partii (po dwie partie przeciwko kazdemu ze
wszystkich badanych silnikow, tak aby wyréwnac liczbg
partii rozgrywanych kolorem biatym, jak i czarnym).
Wybrane silniki szachowe sa dostgpne w programie
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LucasChess, bez koniecznosci ich importowania do $ro-
dowiska.

W celu obiektywnego poréwnania skutecznosci po-
szczegolnych silnikow zastosowano klasyczny system
ocen punktowych. Za wynik kazdej partii przyznawano
punkty wedhug zasad:

e 1 punkt za zwycigstwo,

e 0,5 punktu za remis,

e 0 punktéw za porazke.

Na tej podstawie obliczano skuteczno$¢ silnika w danej
konfiguracji turnieju jako procent maksymalnej mozli-
wej liczby punktéw, zgodnie z ponizszym wzorem:

W +0,5*R

1
W+R+P M

Skuteczno$é(%) = ( ) * 100
gdzie:

e W - liczba wygranych partii,

e R -liczba remisow,

e P -liczba przegranych partii.

3.1. Wybrane silniki szachowe

W badaniach wykorzystano sze$¢ roznorodnych silnikow
szachowych, ktoére reprezentuja zar6wno nowoczesne
podejscia oparte na sztucznej inteligencji, jak i klasyczne
algorytmy heurystyczne. Kazdy z silnikow posiada uni-
kalne cechy, ktére wpltywaja na sposob oceny pozycji,
podejmowania decyzji oraz ogdlng sile gry.

Silniki wykorzystujace sztuczng inteligencje:

o Stockfish 17 [12] — jeden z najsilniejszych dostep-
nych silnikow, oparty na zaawansowanych metodach
przeszukiwania drzewa gry. Od 2020 roku korzysta z
efektywnie  aktualizowanej sieci  neuronowej
(NNUE), co umocnito jego pozycje w Scistej czo-
lowce pomiedzy silnikami szachowymi. Wersja 17
zostata wydana w 2023r.,

o Lc0v0.31.2 (Leela Chess Zero) [13] — silnik oparty
na sieciach neuronowych oraz uczeniu ze wzmocnie-
niem, wykorzystujacy uczenie maszynowe i metode
Monte Carlo Tree Search (MCTS). Jest to ogdlnodo-
stepna wersja AlphaZero, ktora rezygnuje z klasycz-
nych heurystyk i uczy si¢ grajac samodzielnie, prze-
ciwko samemu sobie,

e Komodo Dragon 1 [14] — silnik aczacy klasyczne
algorytmy z oceng pozycyjna, znany ze strategicznej
i solidnej gry. Podobnie jak Stockfish, wykorzystuje
efektywnie aktualizujace sieci neuronowe (NNUE).
We wczesniejszej wersji bez ,,1” w nazwie, Komodo
Dragon bazowat jedynie na standardowych algoryt-
mach.

Silniki klasyczne (bez wykorzystania Al):

e Houdini 1.5a [15] — silnik o wysokiej sile gry, szcze-
gblnie skuteczny w dynamicznych i taktycznych po-
zycjach. Bazuje na klasycznych heurystykach oraz
obszernej bazie debiutow z archiwalnych partii arcy-
mistrzow. W badaniu zastosowano wersj¢ 1.5a, jedng
z wczesniejszych, lecz wcigz sprawna,

e Andscacs 0.9432n — hiszpanski silnik charakteryzu-
jacy si¢ wydajnoscia i efektywna heurystyka oceny
pozycji. Wyrdznia si¢ skuteczno$cig zarowno w grze

pasywnej, jak i agresywnej, stosujac zoptymalizo-
wany algorytm alfa-beta,

e Gull 3 32bit — silnik znany z dynamicznej gry
i dobrej optymalizacji. Czgsto konkuruje z czoto-
wymi silnikami, cechuje si¢ niskim zuzyciem zaso-
bow systemowych. Podobnie jak Houdini oraz And-
scacs, bazuje na standardowych algorytmach, bez
wykorzystania Al.

3.2. Pozycje startowe w rozgrywkach

(Rysunek 1) -
stosowana  we

Klasyczna
standardowa

pozycja  startowa
konfiguracja  figur

wszystkich tradycyjnych turniejach. W tym ustawieniu
biale maja niewielkg przewage, wynikajaca z faktu
rozpoczecia partii.
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Rysunek 1: Standardowa pozycja szachowa.

Pozycja ze straconym tempem przez biale (Rysunek 2)
— ustawienie, w ktorym biale rozpoczynaja gre od
nieoptymalnego ruchu, co daje przewage czarnym.
Umozliwia to ocen¢ wpltywu inicjatywy w pozycji oraz
utraty wyboru pierwszego ruchu przez biale.
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Rysunek 2: Pozycja ze straconym tempem.

Szachy Fischera (Rysunek 3) — wariant szachow, w
ktorym pozycje figur na linii podstawowej sa losowane,
zgodnie z zasadami Chess960. Eliminuje to znaczenie
przygotowania  debiutowego,  zwigkszajac  rolg
kreatywno$ci i elastycznosci. Wariant ten zostal
opracowany przez bylego mistrza $wiata Bobby’ego
Fischera.
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Rysunek 3: Pozycja chess960.
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4. Wyniki

Po przeprowadzonych turniejach w réznych konfigura-
cjach zebrano dane, na ktorych podstawie przedstawiono
wyniki. Rezultaty zaprezentowane w tabelach przedsta-
wiaja procentowy rezultat (skutecznosc¢), liczbg zwy-
cigstw, remisow oraz porazek. Kazda z tabel opisuje wy-
niki z jednej z dziewigciu konfiguracji, w ktorej byt prze-
prowadzany turnie;j.

W pozycji klasycznej przy tempie 1min+1s najwyz-
szy wynik uzyskaty silniki Stockfish i Komodo Dragon
(uzywajace NNUE), ktore nie przegralty zadnej partii.
Lc0, wykorzystujacy uczenie ze wzmocnieniem zakon-
czyl test z wynikiem skuteczno$ci na poziomie 50%, na-
tomiast klasyczne silniki (Gull, Houdini, Andscacs) wy-
padty najstabiej. Gull uzyskat wigcej zwycigstw niz LcO0,
ale brak remisow obnizyt jego ogdlny wynik. Wyniki sg
widoczne w Tabeli 1.

Tabela 1: Pozycja klasyczna, lmin+1s [S — skuteczno$¢, Z — liczba
zwyciestw, R — liczba remisow, P — liczba porazek]

Silnik S (%) Z R P
Stockfish 80 6 4 0
Komodo Dragon 80 6 4 0
LcO 50 3 4 3
Gull 40 4 0 6
Andscacs 25 1 3 6
Houdini 25 2 1 7

Dla pozycji klasycznej z czasem 3min+2s Stockfish i
Komodo Dragon ponownie osiagnety najwyzsze wyniki,
podkreslajac przewage sieci neuronowych. LcO przegrat
az 5 partii, zrbwnujac wynik z Andscacs, ktory w swojej
implementacji wykorzystuje jedynie standardowe algo-
rytmy. Najstabiej wypadly Houdini i Gull, przegrywajac
6 z 10 partii, co przedstawia Tabela 2.

Tabela 2: Pozycja klasyczna, 3min+2s [S — skuteczno$¢, Z — liczba
zwycigstw, R — liczba remisow, P — liczba porazek]

Silnik S (%) Z R P
Stockfish 85 7 3 0
Komodo Dragon 75 6 3 1
LcO 40 3 2 5
Andscacs 40 3 2 5
Gull 35 3 1 6
Houdini 25 1 3 6

W przypadku konfiguracji Smin+2s, Stockfish uzy-
skal najwyzszy wynik, przewyzszajac Komodo. Lc0 zna-
czaco zwickszyl poziom skutecznosci, co sugeruje na
znaczacy wplyw dluzszego czasu na namyst dla techniki
uczenia ze wzmocnieniem. Natomiast Gull i Houdini po-
nownie zajely ostatnie miejsca, co jest widoczne w Ta-
beli 3.

Tabela 3: Pozycja klasyczna, Smin+2s [S — skutecznos$¢, Z — liczba
zwycigstw, R — liczba remisow, P — liczba porazek]

Silnik S(%) Z R P
Stockfish 85 7 3 0
Komodo Dragon 75 5 5 0
LcO 70 6 2 2
Andscacs 30 1 4 5
Gull 25 3 3 6
Houdini 15 0 3 7

Tabela 4 ukazuje dominacje¢ silnikow Stockfish
i Komodo Dragon w pozycji ze straconym tempem dla
biatych. Lc0 utrzymat stabilny, umiarkowany poziom. W
odroznieniu od silnikow wykorzystujacych Al, standar-
dowe silniki byly w stanie wygra¢ jedynie jedna
z dziesigciu partii. Mogt na to wplyna¢ znaczaco ograni-
czony czas na wybor posuni¢cia w bardzo nietypowej po-
ZyCji.
Tabela 4: Pozycja ze straconym tempem bialych, Imin+1s
[S — skuteczno$¢, Z — liczba zwycigstw, R — liczba remisow,
P — liczba porazek]

Silnik S(%) Z R P
Stockfish 90 8 2 0
Komodo Dragon 80 7 2 1
LcO 65 5 3 2
Houdini 30 1 4 5
Gull 20 1 2 7
Andscacs 15 1 1 8

Wedhug wynikéw z Tabeli 5, w tempie 3min+2s, gor-
sza pozycja nie przeszkodzita silnikowi Stockfish
w dominacji. LcO wykazat si¢ duza liczba remiséw, co
dato mu trzecie miejsce. Tym razem Andscacs uzyskat
najgorszy wynik skutecznosci, na poziomie 20%. Stan-
dardowe silniki odnotowaly nieznaczng poprawe sku-
tecznosci wzgledem szybszego tempa gry.

Tabela 5: Pozycja ze straconym tempem biatych, 3min+2s

[S — skutecznos¢, Z — liczba zwyciestw, R — liczba remisow,
P — liczba porazek]

Silnik S (%) Z R P
Stockfish 90 8 2 0
Komodo Dragon 75 6 3 1
LcO 55 3 5 2
Gull 35 2 3 5
Houdini 25 2 1 7
Andscacs 20 1 2 7

Przy 5min+2s Stockfish i Komodo utrzymaly wysoka
skutecznos$¢. LcO wygrat tylko 3 partie, pomimo dtuz-
szego czasu na wybor najlepszego posuni¢cia. Wskazuje
to na przewage sieci neuronowych nad uczeniem ze
wzmocnieniem w niestandardowych pozycjach. Houdini
i Gull ponownie wypadly stabo, osiggajac odpowiednio
110 zwyciestw. Wyniki te przedstawia Tabela 6.

Tabela 6: Pozycja ze straconym tempem biatych, Smin+2s

[S — skuteczno$¢, Z — liczba zwycigstw, R — liczba remisow,
P —liczba porazek]

Silnik S (%) Z R P
Stockfish 90 8 2 0
Komodo Dragon 80 7 2 1
LcO 45 3 3 4
Andscacs 35 2 3 5
Houdini 25 1 3 6
Gull 25 0 5 5

W partiach typu Chess960, w tempie 1min+1s, Stock-
fish i Komodo ponownie zdominowaly rywalizacjg, co
wyraznie widoczne jest w Tabeli 7. Zastosowanie NNUE
w implementacjach tych silnikow okazato si¢ nieza-
wodne w kazdym typie pozycji. Pozostate silniki uzy-
skaty znacznie nizsze wyniki. LcO uzyskalo najnizsza
skuteczno$¢ w pordwnaniu z innymi konfiguracjami tur-
niejow, zrownujac poziom do silnikoéw wykorzystuja-
cych standardowe algorytmy (Andscacs, Gull, Houdini).
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Powodem tak niezadowalajacych rezultatow moze by¢
potaczenie skomplikowanej pozycji z szybkim tempem
ary.

Tabela 7: Pozycja Chess960, Imin+l1s [S — skutecznosé, Z — liczba
zwycigstw, R — liczba remisow, P — liczba porazek]

Silnik S (%) V4 R P
Stockfish 90 8 2 0
Komodo Dragon 85 7 3 0
Andscacs 35 1 5 4
LcO 30 1 4 5
Houdini 30 2 2 6
Gull 30 2 2 6

Dla pozycji ,,Szachow Fischera” z tempem 3min+2s
dominacja Stockfisha utrzymata si¢, ponownie nie prze-
grat on zadnej partii. LcO byt trzeci, gtéwnie dzigki remi-
som. Dodatkowy czas pozwolil mu poprawi¢ wynik
wzgledem szybszego tempa gry w tej pozycji. W dolne;j
czgsci Tabeli 8 znajduja si¢ Houdini i Andscacs.

Tabela 8: Pozycja Chess960, 3min+2s [S — skutecznosé, Z — liczba
zwyciestw, R — liczba remisow, P — liczba porazek]

Silnik S (%) V4 R P
Stockfish 90 8 2 0
Komodo Dragon 75 6 3 1
LcO 55 3 5 2
Gull 35 2 3 5
Andscacs 25 1 3 6
Houdini 20 1 2 7

W ostatnim tescie (Chess960, Smin+2s), Stockfish
ponownie zakonczyt turniej bez porazki. Komodo Dra-
gon i LcO utrzymaty wysoka forme, oddzielajac silniki
wykorzystujace Al z klasycznymi implementacjami.
Houdini zakonczyt runde z oSmioma porazkami i wyni-
kiem na poziomie 15%. Wyniki przedstawia Tabela 9.

Tabela 9: Pozycja Chess960, Smin+2s [S — skutecznosé, Z — liczba
zwycigstw, R — liczba remisow, P — liczba porazek]

Silnik S (%) V4 R P
Stockfish 90 8 2 0
Komodo Dragon 70 5 4 1
LcO 55 4 3 3
Andscacs 35 3 1 6
Gull 35 2 3 5
Houdini 15 1 1 8

Na podstawie wszystkich przeprowadzonych testow
mozna zauwazy¢ wyrazng dominacje¢ silnika Stockfish,
ktory nie przegral zadnej partii niezaleznie od ustawienia
poczatkowego ani tempa gry. W kazdej konfiguracji
utrzymywal najwyzsza skutecznos¢, co potwierdza jego
pozycje lidera wsréd wspotczesnych silnikow szacho-
wych. Komodo Dragon rowniez wykazywat bardzo wy-
soka stabilnos¢ i site gry, ustepujac jedynie minimalnie
Stockfishowi. Oba silniki wykorzystujace efektywnie ak-
tualizujace sieci neuronowe wyroznity si¢ wysoka sku-
tecznos$cia na tle pozostatych. LcO prezentowato umiar-
kowane wyniki, jego technika uczenia ze wzmocnieniem
byta wyraznie skuteczniejsza od klasycznych algoryt-
méw zawezania gatezi przeszukiwan najlepszych posu-
nig¢, lecz réwniez stabsza w stosunku do NNUE. Najgo-
rzej wypadly Houdini, Gull i Andscacs, ktore miaty pro-
blemy ze skuteczno$cia w bardziej ztozonych lub

dynamicznych warunkach. Oznacza to, ze klasyczne me-
tody nie sa w stanie konkurowac¢ z nowoczesnymi tech-
nikami wykorzystujacymi sztuczng inteligencjg.

5. Dyskusja

Przeprowadzone badania porownawcze dla sze$ciu wy-
branych silnikow szachowych (Stockfish, Komodo Dra-
gon, Lc0, Gull, Andscacs i Houdini) w trzech réznych
typach pozycji oraz przy trzech réznych kontrolach czasu
dostarczyly kompleksowego obrazu ich wydajnosci.
Analiza zgromadzonych danych pozwala na obserwacje
istotnych zaleznosci dotyczacych skutecznosci poszcze-
g6lnych silnikéw w zalezno$ci od warunkow gry oraz za-
stosowanych technik sztucznej inteligencji.

Wyniki silnikow w pozycjach klasycznych dla trzech
temp gry przedstawiono na Rysunku 4. Widoczna jest
wyrazna dominacja silnikow wykorzystujacych Al
Stockfish i Komodo Dragon, ktorych implementacje
opierajg si¢ na efektywnie aktualizujacych sieciach neu-
ronowych utrzymuja wysoki i stabilny poziom skutecz-
noSci niezaleznie od czasu gry. Lc0, bazujace na uczeniu
ze wzmocnieniem wykazuje zréznicowang skuteczno$¢ —
od okoto 40% przy tempie 3min+2s do niemal 70% przy
Smin+2s, co sugeruje, ze dluzszy czas na analiz¢ pozycji
znaczaco poprawia jego wyniki. Silniki bazujace na kla-
sycznych heurystykach (Gull, Andscacs, Houdini) osia-
gaja najnizsze rezultaty, ktore dodatkowo maleja przy
wydhuzeniu czasu gry — z poziomu okoto 30% do nieco
ponad 20%.

Sredni procent zwyciestw - Pozycja klasyczna
100

80 -

60 + Typ uczenia
mmm Sieci neuronowe
Uczenie ze wzmocnieniem

40 4 B Klasyczne heurystyki

Procent zwyciestw [%]

20 A

5 S x
1"‘“‘“‘ 3\.“\{\*'1 oo x

Tempo gry
Rysunek 4: Skuteczno$¢ technik uczenia w pozycji klasyczne;j.

Analizujac wyniki dla pozycji ze straconym tempem
dla biatych (Rysunek 5), ponownie widoczna jest domi-
nacja silnikéw Stockfish i Komodo Dragon, utrzymuja-
cych okoto 85% skutecznosci. Interesujaca obserwacja
jest spadek wynikéw Lc0 wraz z wydtuzeniem czasu gry
— od okoto 65% przy 1mintls do 45% przy Smin+2s.
Klasyczne silniki wykazujg odwrotng tendencje — im
wiecej czasu na analizg, tym lepsze ich wyniki, co po-
twierdza skuteczno$¢ algorytmow alfa-beta przy wydtu-
zonym czasie gry. Jednak wyniki te nadal nie sa nawet
zblizone do skutecznosci silnikdw wykorzystujacych
NNUE (Stockfish, Komodo Dragon) lub uczenie ze
wzmocnieniem (Lc0).
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méoredni procent zwycigstw - Stracone tempo (biate)

Typ uczenia
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W Uczenie ze wzmocnieniem
B Klasyczne heurystyki

Procent zwyciestw [%]

5
e
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am'm*")“ 5(({\(\"1

Tempo gry

Rysunek 5: Skuteczno$¢ technik uczenia w pozycji ze
straconym tempem biatych.

Na Rysunku 6 przedstawiono skuteczno$¢ w loso-
wych pozycjach Chess960. Stockfish i Komodo Dragon
ponownie osiggaja najwyzsze wyniki, cho¢ zauwazalna
jest lekka tendencja spadkowa przy dluzszych tempach.
Z kolei Lc0, wykorzystujacy uczenie ze wzmocnieniem,
osigga znaczacy wzrost skuteczno$ci — z 30% przy
Imin+1s do ponad 55% przy 3min+2s i Smin+2s. Suge-
ruje to, ze silnik ten wymaga wiecej czasu na analiz¢ nie-
typowych pozycji. Klasyczne silniki, jak Gull, Houdini i
Andscacs, osiagaja najstabsze wyniki i nie wykazuja po-
prawy wynikow w przypadku wydhizonego czasu gry.
Widoczna jest znaczaca przewaga silnikow wykorzystu-
jacych techniki sztucznej inteligencji.

S'lz%dni procent zwyciestw - Pozycja losowa (Chess960)

Typ uczenia
EEm Sieci neuronowe
Bmm Uczenie ze wzmocnieniem
B Klasyczne heurystyki

Procent zwyciestw [%)]

S
Ao

S S
3«‘\(\*’1 5\1\"““

Tempo gry
Rysunek 6: Skuteczno$¢ technik uczenia w pozycji chess960.

Pierwsza mapa cieplna (Rysunek 7) przedstawia sku-
tecznos¢ silnikow w zaleznosci od tempa gry, niezaleznie
od pozycji startowej. Ukazuje ona bezsprzeczng prze-
wage implementacji wykorzystujacych Al. Stockfish ce-
chuje si¢ niezwykla stabilnoscia, osiagajac 80-90% sku-
tecznosci we wszystkich tempach gry. Komodo Dragon
osigga nieznacznie nizsze wartosci. LcO charakteryzuje
si¢ duzg stabilnos$cig skutecznosci, lecz na znacznie niz-
szym poziomie skutecznosci niz silniki korzystajace z
sieci neuronowych (Stockfish, Komodo Dragon). Kla-
syczne silniki (Gull, Andscacs, Houdini) pozostaja
znacznie ponizej 40% skutecznosci, niezaleznie od do-
stgpnego czasu. Najstabiej wypada Houdini, ktory po-
siada skuteczno$¢ na poziomie 20% w kazdym

mozliwym tempie rozgrywki. Oznacza to, ze dodatkowy
czas na znalezienie ruchu nie ma wigkszego znaczenia
dla klasycznych silnikow szachowych.

Sk £¢€ silnikow howych w zaleznosci od tempa gry

Andscacs 25,0 28,3 28,3

Gull - 333 333 |

Houdini - 7=h) 217 18,3 60

kKomodo Dragon

Silnik szachowy
Sredni procent zuycigstw [%]

Stockfish

1min+1s

3min+2s 5min+2s

Tempo gry
Rysunek 7: Mapa cieplna skutecznosci silnikow w zaleznosci od
tempa gry.

Druga mapa cieplna (Rysunek 8) koncentruje si¢ na
wplywie pozycji startowej na skutecznos¢ silnikéw, nie-
zaleznie od tempa gry. Stockfish i Komodo Dragon po-
zostajg liderami we wszystkich uktadach poczatkowych.
LcO uzyskuje najlepsze wyniki w pozycjach klasycz-
nych, a jego skuteczno$¢ wyraznie spada w niestandar-
dowych pozycjach, co moze wskazywac na ograniczenia
podejscia opartego na uczeniu ze wzmocnieniem w wa-
runkach odbiegajacych od wzorcowych. Klasyczne sil-
niki nie wykazuja znaczacych réznic miedzy typami po-
zycji, lecz ich ogdlna skutecznos¢ jest niska.

Skutecznos¢ silnikow szachowych wzgledem pozycji startowej -

Andscacs - 30,0 28,3 233

Gull -

333

Houdini -

21,7

Komodo Dragon

Silnik szachowy
Sredni procent Zwyciqstw %]

40
LcO

Stockfish

Pozycja losowa (Chessd60)  Pozycja klasyczna
Rodzaj pozycji startowej

Stracone tempo (biate)

Rysunek 8: Mapa cieplna skutecznosci silnikow w zaleznosci od po-
zycji poczatkowej.

Podsumowujac, przeprowadzone badania wyraznie
wskazujg na dominacje¢ silnikdéw wykorzystujacych zaa-
wansowane techniki sztucznej inteligencji — zaréwno
sieci neuronowe (Stockfish, Komodo Dragon), jak
iuczenie ze wzmocnieniem (Lc0). Silniki te konsekwent-
nie 0siagaja najwyzsze wyniki we wszystkich warunkach
testowych. Natomiast standardowe implementacje osia-
galy najslabsze wyniki. Zauwazalne sa réwniez zrézni-
cowane reakcje silnikow na dlugos¢ kontroli czasu - nie-
ktére silniki zyskuja przewage przy diuzszej analizie
(zwlaszcza Lc0), podczas gdy inne nie odnotowuja zna-
czacej poprawy. Wskazuje to na ztozone zaleznosci po-
miedzy architektura silnika szachowego, typem zastoso-
wanego algorytmu oraz warunkami gry, co jest istotnym
obszarem do dalszych badan i optymalizacji. Kolor bie-
rek nie miat duzego wpltywu na skuteczno$¢ silnikow
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szachowych, jednak mozna bylo odnotowaé wigksza
liczbe¢ remiséw 1 przegranych partii po stronie koloru
czarnego.

6. Wnhnioski

Przeprowadzone badania pozwolity na sformutowanie
wnioskow oraz potwierdzity wszystkie trzy postawione
hipotezy. Wykazano, ze technika uczenia silnika szacho-
wego (H1), tempo gry (H2) oraz poczatkowe ustawienie
figur (H3) maja istotny wplyw na jego skuteczno$é.

Silniki wykorzystujace zaawansowane techniki
sztucznej inteligencji — sieci neuronowe (Stockfish, Ko-
modo Dragon) oraz uczenie ze wzmocnieniem (Lc0) —
konsekwentnie osiggaly lepsze wyniki niz silniki bazu-
jace na klasycznych algorytmach heurystycznych (Hou-
dini, Gull, Andscacs). Szczegélnie wyrazna przewaga Al
widoczna byla w niestandardowych warunkach gry, ta-
kich jak losowe pozycje Chess960 czy pozycje ze straco-
nym tempem. Stockfish wykazat najwigkszg stabilnos¢ i
dominacj¢ — nie przegrat Zadnej partii niezaleznie od po-
zycji ani tempa gry. Komodo Dragon utrzymywatl réw-
niez bardzo wysoka skuteczno$¢. LcO prezentowal wigk-
sza zmienno$¢ wynikow — zyskiwat na dluzszym czasie
gry w pozycjach klasycznych, ale tracit przewage w ukta-
dach niestandardowych, co wskazuje na ztozong interak-
cj¢ migdzy algorytmem a strukturg pozycji.

Przeprowadzone badania, mimo kompleksowego po-
dejécia, posiadaja pewne ograniczenia, ktore warto
uwzgledni¢ i wskaza¢ kierunki przysztych badan, ktore
powinny obja¢:

e analize wptywu konfiguracji sprze¢towej (CPU vs

GPU) na wydajnos¢ silnikow Al,

e rozszerzenie testOw o wieksza liczbg partii dla zwick-
szenia istotnoS$ci statystycznej,

o glebsza analize specyficznych typow pozycji (np.
koncowki, pozycje taktyczne),

o wykorzystanie nowszych wersji istniejacych silnikow
oraz innych obiecujacych implementacji.

Sztuczna inteligencja w szachach nie tylko przewyz-
szyta klasyczne metody, ale rowniez ujawnita potencjat
dalszego rozwoju poprzez adaptacj¢ do skomplikowa-
nych zadan i pozycji. Najsilniejsze silniki nie tylko wy-
grywaja, ale wykazuja odpornos¢ na zmienne warunki
gry. Przyszto$¢ rywalizacji silnikéw szachowych bedzie
zaleze¢ od tego, jak skutecznie uda si¢ polaczy¢ moc ob-
liczeniowg z elastycznymi, uczacymi si¢ modelami.
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